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1. Introduction

Recently, in the field of network science, communication
characteristics of a large-scale networks have been mathe-
matically clarified by modeling a large-scale network as a
complex network. We have analytically derived the average
message delivery delay with a typical routing strategy in a
large-scale network with intermittently connected links.

Message delivery delay with end-to-end routing in
complex networks is greatly affected by the processing
speed of intermediate nodes as well as the existence prob-
ability of end-to-end paths, but also by the processing speed
of intermediate nodes. However, it has not been fully clari-
fied how the impact of intermediate node processing speed
on message delivery delay.

In this paper, by extending our analysis [1], we there-
fore derive the average message delivery delay with end-
to-end routing in a large network consisting of intermittent
links and nodes with limited message transfer speed.

2. Analysis Model

A large network composed of many intermittent links and
nodes with limited transfer speed is represented by an undi-
rected graph G = (V, E). Here, The link set E in the graph G
means a set of links that are connected at a given time. The
number of nodes in the graph G is denoted as N (≡ |V |).

Suppose that every node constructs its routing table by
periodically exchanging the information about the connec-
tion status of its links with all its neighbors, and that every
node sends a message to the destination node only when an
end-to-end path is established. Let the routing table update
interval be ∆ and all message sizes equal S .

Let µ be the amount of messages that every node can
transfer per unit time. For simplicity, we assume that ev-
ery node attempts to send a message only once during the
routing table update interval ∆. We also assume that the
propagation delay of every link and the processing delay at
every node are negligibly small.

3. Analysis

Let us focus on the bottleneck node v in the graph G. Sup-
pose that only a node v is the bottleneck in the graph G and
that no message discards occur at other nodes. In this case,
message delivery succeeds only if (1) an end-to-end path
exists between source node and destination node and (2) the
sent message is not discarded at the bottleneck node v.

Let D be the average message delivery delay for mes-
sages passing through the bottleneck node v. The proba-
bility that an end-to-end path exists between source node
and the destination node of a messages passing through the
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Fig. 1 3-state Markov chain
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Fig. 2 Relation between the processing speed µ
and the average message delivery delay D

bottleneck node v is denoted as p. The probability that mes-
sage flowing into the bottleneck node v can pass through the
node v is denoted as q. The average message delivery de-
lay D is the expected number of transitions from state 1 to
state 3 in a three-state Markov chain with absorbing states
(Figure 1). Using n1,3(= (1 + p)/(pq)), we obtain given by
D = ∆ (n1,3 − 1).

The probability p can be approximated by the proba-
bility that both source node and destination node belong to
the giant cluster in the graph G.

The betweenness centrality of node v in the graph G is
denoted Bv. The probability q of passing through to node
that messages can pass through node v is given by The ratio
of the total amount of messages arriving at node v to the
amount of messages that can be transferd at node v. The
percentage of all messages sent out on the graph G that pass
through node v is Bv/

∑
v∈V ′ Bv. Thus the probability q is

given by

q =
µ∆

S N′ L
Bv∑

v∈V′ Bv

=
∆ µ(N − 1)

Bv S
, (1)

[1]where L is the average path length of the giant cluster on
the graph G and N′ is the size of the giant cluster on the
graph G [1].

4. Examples

Figure 2 shows the relationship between the processing
speed µ of the intermediate nodes and the average message
delivery delay D when the graph G is generated by the ER
(Erdõs-Rényi) model. This figure shows the results when

the number N of nodes and the average order k of the ER
model are varied. The message size and the routing table
update interval are set to S = 1 [packet] and ∆ = 10 [s].
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