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Abstract: We propose an exposure compensation 

algorithm for 360° virtual reality video, which considers 

viewer’s visual perspective. Conventional algorithms force 

images to have the same and fixed exposure, but our 

algorithm finds dynamic exposures according to viewer’s 

gazing point. We measure the Euler angles between a 

current gazing point and centers of stitched images on a 

virtual sphere, and optimize exposure compensation 

parameters based on the angles. These parameters are 

dynamically updated when viewer’s head moves. 

Experimental results show that our algorithm successfully 

compensates exposure differences while keeping the 

original brightness. 
 

1. Introduction 

Virtual reality (VR) refers to a virtual environment which 

offers immersive experiences to viewers by showing 360° 
contents. The technology for VR is widely developed and 

the related market is expected to grow exponentially. 

Recently, many cameras capturing 360° video and photos 

have been released.  

 These cameras generally hold more than two cameras to 

capture multiple angle images, and stitch the images into a 

spherical panoramic image [1]. Such multiple camera based 

methods using image stitching achieve the better image 

quality than one omnidirectional camera, but can cause 

synchronization, parallax, and exposure mismatch problems 

[2]. 

 The parallax problem is one of the main issues because 

simple 2D warps cannot account for parallax. These are 

only effective for scenes which are planar or the views 

which differ purely by rotation. Therefore, spatially-varying 

warping and post processing algorithms have been studied 

[3-5]. 

 The exposure mismatch between neighbor images 

creates notable visual seams on a stitched image and which 

severely degrade immersive experience of VR viewers. 

Camera exposure depends on luminance of a view to be 

captured, and an image signal processor (ISP) in the camera 

controls it to get the best image quality. Since illuminations 

in views cannot be guaranteed to be the same, especially 

outdoors, exposure of each camera could differ.  

 To solve the exposure mismatch problem, Uyttendaele 

et al. developed local correcting and blending algorithms, 

which utilize a block-based transfer functions and smoother 

mapping between images [6]. This method can reduce the 

global exposure differences and handle local variations 

from lens vignetting. 

 M. Brown et al. proposed a gain compensation 

algorithm which solves for a photometric parameter, 

namely overall gain between images. This method 

measures differences in brightness over overlapping regions 

between stitched images and compensates each other [7]. It 

also can correct exposure mismatch using a simple 

quadratic objective function. 

 However, these algorithms were developed for the 

conventional image stitching which generates mosaic 

images, so the aim is to unify brightness of input images. 

Such algorithms calculate the overall photometric 

parameters and forces the images to have the same 

exposure even though the original exposure is the best for 

each view. Especially, they degrade brightness of all input 

images if there are severe exposure differences.  

 This problem is inevitable for the conventional image 

stitching fields, but it is possible to utilize visual property of 

humans in VR. Therefore, we propose an exposure 

compensation algorithm to preserve original brightness 

utilizing distinct characteristics of VR and visual 

perspective. 

 

2. Visual Perspective based Compensation 

(VPC) 

2. 1 Visual perspective and eye gaze in VR 

Image stitching for VR has different applications as 

compared to conventional stitching. It creates a panoramic 

360° image and viewers watch the image projected on a 

virtual sphere using VR devices. Hence, viewers are not 

able to see the entire stitched image at the same time.  

 It is generally known that the visual field of human eyes 

is 130°-135° vertical and 200° horizontal [8], hence regions 

projected on a virtual sphere behind a viewer do not affect 

the visual quality; these regions can be ignored for exposure 

compensation. 

 

 
Figure 1. Probability of eye gaze with a fixed head. 

 

 In this paper, we assume the probability that a viewer 

gazes at a point without moving his head follows the 

Gaussian distributions as shown in Fig. 1. After finding an 

approximate gazing point from sensors of a VR device, we 

assign different weights to images according to the 
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probability distribution and image positions on a virtual 

sphere.  

 

2. 2 Gain compensation based on eye gaze   

  

 
Figure 2. Projected images on a virtual sphere and 

overlapping area 

 

For making 360° images, it is needed to project input 

images on a virtual sphere and to stitch the images on it. 

The input images should have overlapping areas and seams 

exist on these areas as shown in Fig. 2; seams can have 

various shapes such as a line, a curve, and an arbitrary form 

[9, 10].  

 We measure the exposure difference between images by 

analyzing the overlapping area and find the weights and 

correction factors for the current gazing point. 

 

 
Figure 3. Weights for images located at different positions 

 

 Figure 3 depicts the centers of stitched images and the 

current gazing point. To calculate proper weights for the 

current situation, we measure the Euler angles between a 

gazing point and centers of stitched images on a virtual 

sphere. With this relation, the energy function is defined as 
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where Nij stands for the number of pixels in an overlapping 

area between image i and image j. We discard saturated 

pixels since they have meaningless data and distort the 

further calculation, even though these are on the 

overlapping areas 

 In (1), the first term, Ediff, penalizes the intensity errors 

between images, and the second term, Ekeep, keeps the gains 

close to unity. Ediff is based on the differences between 

gain-controlled pixel values and defined as 
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 Iij is the mean of image i in the overlapping area with 

image j. The weighting factor, wdiff, makes Ediff ignore 

differences on invisible areas because the seams on 

invisible areas do not affect visual quality for VR viewers. 

It selects the greatest wkeep value between neighbors like 
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The preservation term, Ekeep, is defined as  
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Here, wkeep(, ) is a weighting factor with respect to the 

current gazing point and is defined as  
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 This factor is based on the input parameters  and  that 

represent the horizontal and vertical angles between an 

image center and gazing point as shown in Fig. 3. h and v 

are horizontal and vertical standard deviations as explained 

in 2.1.  

  

 
(a) original image 

 
(b) GC 

 
(c) VPC 

Figure 4. Extreme example having a wide dynamic range 
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The final gain parameters can be calculated by minimizing 

the function e, and these parameters are dynamically 

updated when a head moves. Since the prameters change 

continuously as the head moves, it does not cause an 

unnatural and sudden brightness change. 

3.  Experimental Results 

3. 1 Extreme example of VPC 

We experimented with our algorithm on challenging images 

with wide dynamic range between views, to show the effect 

of the proposed algorithm clearly.  

The stitching results of the original images are shown in 

Fig. 4(a). We applied GC that M. Brown et al. proposed [2] 

and the result is shown in Fig. 4(b). GC degrades the 

contrast of both images, because the aim of the algorithm is 

forcing the images to have the same exposure. Since VPC 

compensates exposure according to eye gaze, it can show 

clear images dynamically as shown in Fig. 4(c). 

 

3. 2 Original luminance preservation 

For precise experiment regarding 360° videos, we used 

three cameras with wide-angle lens to capture three images, 

and calibrated these cameras using OCamCalib [11]. The 

captured videos were stitched on a virtual sphere, and 

projected them to equirectangular planes. We did not apply 

a high-level blending algorithm [12] to show seams clearly.  

Figure 5(a) and Fig. 5(b) depict the original stitched 

image and overall luminance change according to the 

direction of eye gaze, respectively. As the gazing point 

moves from the darker region to the brighter region, the 

overall luminance becomes darker to keep the original 

exposure near the gazing point. The notable visual seam 

appears in the dotted box, but it is behind of a VR viewer; 

the proposed wdiff term makes the algorithm ignore visual 

seams in invisible areas. 

 To evaluate similarity to the original image subjectively, 

we measured the brightness of the six gray patches on the 

Macbeth charts and the results are shown in Fig. 6. “VCP 

(camx)” in the legend means the results of VCP when the 

gazing point is at the center of camx. We realize that the 

proposed algorithm preserves the image luminance near the 

gazing point while disregarding invisible areas. 

 Figure 7 shows mean absolute errors between the 

original and corrected images. It means that GC has the 

same and large errors at wherever a viewer gazes, but VCP 

can show much closer scene to the original image 

dynamically. 
 

 
(a) original image 

 
(b) VPC results 

Figure 5. Overall luminance change according to the 

direction of eye gaze 

 

 
Figure 7. Mean absolute errors of GC and VPC according 

to gazing points 

 
Figure 6. Comparison of luminances 
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3. 3 Additional test results 

We additionally applied the proposed algorithm to ordinary 

scenes. Figure 8(a) is the stitching result of a “tower” image. 

Figures 8(b) and 8(c) show the results of GC and VPC, 

respectively. Figure 9 is the result of a “lobby” image 

having extensive saturated areas. 

 

 
(a) original image 

 
(b) GC 

 
(c) VPC 

Figure 8. Qualitative comparison on a “Tower” image  

 

 
(a) original image 

 
(b) GC 

 
(c) VPC 

Figure 9. Qualitative comparison on a “Lobby” image 

 

 As shown in the results, the severe mismatch 

disappeared in both algorithms, but the brightness of GC 

became darker or brighter than that of the original image, 

implying that GC compensate for deviations in exposure 

with the same values regardless of eye gaze. 

 

 

 

4. Conclusion 

In conclusion, for a VR scenario, areas rendered beyond the 

field of vision of the viewer do not need to be considered 

for exposure compensation, hence optimizing exposure 

compensation while considering the point of gaze and the 

centers of adjacent stitched images provides better results 

and much closer to the original images exposure. Therefore, 

we proposed the visual perspective based exposure 

compensation algorithm which utilizes distinct 

characteristics of VR and visual perspective. The proposed 

algorithm has wide applications in 360° video rendering for 

a better user experience. 
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