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Abstract: Converting 2D images to 3D models is a long-

standing problem. Especially works on photometric stereo 

method have been reported that it requires multiple images 

at least three images upto thousands images with varying 

poses and illumination direction to generate a surface normal 

map and a depth map. We focus on this issue and propose a 

solution for photometric stereo with relit face images from a 

single face frontal image. First, with a relighting method, we 

can augment face images based on reference images with 

varying illumination directions. Using the generated virtual 

faces, relit face images, we can estimate surface normals 

using the Lambertian model and depth map using surface 

normals from photometric stereo method. 

 

 

1.  Introduction 

Many works on 3D reconstruction have been researched. 

Some works use 3D scanners to reconstruct the objects and 

the others use photometric stereo method assuming 

Lambertian reflectance model. The first one needs a device 

to scan the model such as depth camera or 3D scanner. But 

the latter one only requires the hundreds or thousands photos, 

at least 3 or 4 pictures, of the object taken at the same pose 

and under the different light condition. If the photo is taken 

at different pose, then after aligning the photo, photometric 

stereo method is proceeded. 

In this paper, we focus on the latter one, using photometric 

stereo method. Photometric stereo require photo collection 

of the object, which consists of more than three images[1, 3, 

4]. But we introduce another way to reconstruct the 3D 

object by using a single frontal image.  

In order to relight images with different light condition, we 

need feature points of the input query image and reference 

images. Finding feature points is also very challenging and 

there are many fine methods. In this paper, we adopt 

AAM(Active Appearance Method) algorithm [5].  

Here are our contribution of this paper. First, we reconstruct 

3D model with a single frontal face image by using photo-

metric stereo method. Second, this is easy to implement.  

In the next section, we introduce our proposed method. And 

section 3 presents the experimental setting and its result of 

our method. Lastly, section 4 concludes our work. 

 

 

2.  The Proposed method 

In this section, we propose an algorithm which can generate 

depth map from a single fontal face image. Before all the 

process is going, we need to detect face featrue points. 

Without these information, we cannot generate relit imges 

and, of course, depth map as well. Therefore, we adopt AAM 

algorithm which is widely used to detect face feature points.  

And then, for the next process, relighting, we assume that the 

frontal face image is taken under the frontal light source. 

With the frontal face image, we can generate virtual images 

which is relit from different illumination conditions[2]. We 

can get surface normals using SVD from the image set which 

contains virtual images and the original image. Then a depth 

map can be estimated using maximum likelihood estimation 

method[4]. Figure 1. shows the flowchart of our proposed 

method. 

 

2. 1 AAM 

AAM is an algorithm which is used in many places, 

especially face recognition. Although it introduced almosty 

10 years ago, it has been adopted in many papers. 

AAM is concecptually an extension of Eigenfaces. And it is 

a generalization of the Active Shape Model (ASM) approach. 

There is a difference between AAM and ASM. AAM uses 

appearance of the face in the image, which means that it uses 

all the information of the face image, rather than juse near 

modeled shape. 

After principle component analysis (PCA) is applied, we can 

get mean shape from the training image set. Then with the 

eigenface from PCA approach, we can estimate appearance 

model.  

For testing, given a new face image, we place pre-trained 

model in the image. Then iteratively, we check the difference 

between model and the image. By decreasing the error of the 

distance between them, we update model by fitting the model 

into the face appearance of the image. 

In this paper, we use 179 pictures of 90 subjects in NCKU 

CSIE Robotics lab face database [6] and 88 pictures of 

CUHK data set [7] to train a model which we can detect 68 

face landmark points with. After finding the landmark 

feature points, we move onto the next process, relighting. 

Figure 2. (b) is shown as the result of the AAM. 

 

2. 2 Relighting method 

In order to relight face images, we use Extended YaleB 

database as reference images. We use two reference images. 

One is assumed to have similar illumination condition with 

the input image(A light direction, I𝑟
A ). And the other 

reference image is the target face to be relit(B light direction, 

I𝑟
B). A ratio image 𝐑 can be calculated by dividing I𝑟,𝑤𝑎𝑟𝑝𝑒𝑑

A  

by the I𝑟,𝑤𝑎𝑟𝑝𝑒𝑑
B  in pixel-wise. We denote I𝑟,𝑤𝑎𝑟𝑝𝑒𝑑

A  and 

I𝑟,𝑤𝑎𝑟𝑝𝑒𝑑
B  as warped reference images by landmark points of 

the input image. J. Chen proposed to substitute the Cartesian 

product step with a locally constrained global optimization 

process[2].  
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 We assume the Lambertian reflectance model. Therefore, a 

face image can be expressed as below equation (1), 

 

I = ρ𝐋𝐒                   ⋯   (1) 

which, I is an image, ρ is albedo, 𝐋 is light source direction 

and 𝐒 is shape normals which contains surface normals. All 

the images have the same albedo. It means that in a small 

local window, the images have only different illumination 

directions.  

𝐼1𝜔(𝑖) = 𝑐𝑖𝐼2𝜔(𝑖)             ⋯   (2) 

𝑐𝑖  is 𝑙1/𝑙2 , nonnegative constant and it is called the local 

relighting coefficient associated with the local window 𝜔. 

With the local constraint, objective function can be achieved, 

M = ∑ (∑ (𝐼𝑡
𝐵(𝑗) − 𝑐𝑖𝐼𝑡

𝐴(𝑗))
2

𝑗∈𝜔 + 𝜆(𝑐𝑖 − 𝑡𝑖)2)𝑖  ⋯ (3) 

, which 𝑡𝑖 is the value of the ratio image at pixel i, and 𝜆 is a 

nonnegative weight. After minimizing equation (3) for 𝑐𝑖 , 

then we minimize the function for I𝑡
B. 

 

2. 3 Photometric stereo 

Photometric stereo assume Lambertian reflectance theory. 

This is the key of understanding Photometric stereo method. 

 
 
Figure 1. Flowchart of the system. First, we find feature points of the face image with AAM algorithm. After that, we apply 

relighting to generate virtual iamges and estimate depth information. Finally, with the depth map, we add texture information. 

 
 
Figure 2. the result of the AAM, surface normal and depth map. First row (a) is the input image and the second row (b) shows result 

of the AAM. The third row (c) shows surface normal as a result of the photometric stereo method with relit images from the input 

image. Lastly, the fourth row(c) represents depth map estimated from surface normal map. 
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Images under varying illumination lie in a low-dimensional 

subspace[3]. Therefore the image set can be divided into 

equation (1). Using SVM, we can obtain. 

 

I = UΣVT = 𝐋𝐒                         ⋯   (4) 

, where U(N × N), Σ(N × H), V(H × H)  and I(N × H) , 

where N is number of images, H is number of pixels in each 

image. I’s each row is the each image reshaped as 1-D row 

vector from the image set. And 𝐋(light direction) can be 

calculated as U√Σ , and 𝐒 (shape normal with albedo) is 

expressed as √Σ𝑉𝑇. We apply 3D approximation method to 

get 𝐋 and 𝐒. 

S contains surface normal at z, x, and y axis with albedo. We 

estimate depth map from the surface normals. There are 

several method to estimate depth map. General way is, 

written like below called gradients estimates:  

p = −𝑛𝑥 𝑛𝑧⁄                          ⋯   (5) 

q = −𝑛𝑦 𝑛𝑧⁄                          ⋯   (6) 

(
𝒑
𝒒) = (

𝐷𝑥

𝐷𝑦
) 𝒛 + 𝝐                         ⋯   (7)  

Equation (7) is a linear regression problem, where 𝐳 is the  

depth map and Dx  and Dy  are finite difference operators 

respectively and . 𝝐 represents noise vector. We assume that 

the vocariance matrix of the noise is large and sparse. 

Therefore equation (7) is a generalized least square problem. 

This method is called as linearized maximum likelihood 

depth-map estimation and is robust to Gaussian noise. And 

we adopt this method to estimate depth-map[4]. Figure 2 (c)  

and (d) shows the result of the photometric stereo method, 

surface normal map and depth map respectively. 

 

 

3.  Result 

For the experiments, we use five images from the google 

image search. And we implement the approach on MATLAB 

2013a. In order to warp the reference images and implement 

the relight method, AAM (Active Appearance Model) is 

used to detect 68 landmark points of the frontal face image. 

Figure 2 and 3 shows the result of our approach. Figure 2 

represents results of the AAM and photometric stereo. 

Figure 3 shows texture mapped 3D models generated from 

the depth maps. The results seem very reasonable although 

we only use a single frontal face image. At the same time, 

there is an issue that they cannot give us accurate depth maps. 

If we look at the texture mapped 3D model in Figure 3 (b) 

and (c), it seems to be similar with the original input image. 

However, in Figure 2 (d), all the depth map seems not to 

have discriminative features. The reason is that it is 

dependent of the reference image’s light information. For 

example, because of the shadow on the side of the reference 

face’s nose, almost of the 3D model have the similar height 

of the nose. Except that limitation, these results are 

qualitatively acceptable and reasonable with one single 

image.  

 

 
 
Figure 3. texture mapping on the depth map from figure 2. First row (a) is the input image and the second row (b) shows the texture 

mapped 3D model by using protometric stereo from the first row’s images. Lastly, the thrid row (c) is as well as (b) at the different 

angle. 
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4.  Conclusions 

In this paper, we introduced a solution to reconstruct 3D 

model from a single frontal face image by using photometric 

stereo. There is limitation which are inaccurate height of the 

model because we use only one image. It is clear that depth 

estimation using a single image has less information than 

using multiple images more than three. In future work, we 

improve the relighting method to give us more precise depth 

information. 
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