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Abstract: In this paper, a target sound enhancement method

by using an adaptive microphone array is studied. Then, a

supervised signal is required for learning filters. Under a sta-

tionary noise environment, it is easy to generate the super-

vised signal from a power envelope of the received signal.

Otherwise, it is difficult to generate the supervised signal un-

der a nonstationary noise environment by the same way. In

the proposedmethod, the supervised signal is generated based

on the distribution of sound source localization results. Sev-

eral experimental results in a real environment are shown to

present the effectiveness of the proposed method.

1. Introduction
Target sound enhancement is an important acoustic signal

processing technique applied to a voice recognition system.

In this application, a small size of system and a low cost im-

plementation are required. Therefore, just two microphones

are used in the proposed system. In the system, 2 channel lin-

ear filter is used to enhance the target signal. Then, a learning

of filters is needed.

AMNOR (Adaptive Microphone array for NOise Reduc-

tion)[1] and SP-SDR-MWF (Spatially Pre–processed Speech

Distortion Regularized Multichannel Wiener Filter)[2] have

been proposed as the target sound enhancement method us-

ing the linear filters. In these methods, a detection of a noise

section is required.

In the proposed method, the supervised signal is gener-

ated based on the cue signal method[3]. It is considered that

an accuracy of sound source localization results has a strong

relationship with S/N of the received signal. Therefore, a dis-

tribution of sound source localization results is used to gen-

erate the supervised signal. Several experimental results in a

real environment are shown to present the effectiveness of the

proposed method.

2. Problem formulation
The target sound source, s(n), where n is discrete time, is

received by two microphones. The received signal of the m–

th microphone, xm(n),m = 1, 2, can be written in a time

domain as below,

xm(n) = hsm(n) ∗ s(n) + γm(n), (1)

where ∗ denotes the convolution operation, hsm(n) is the im-

pulse response between the m–th microphone and the target

sound source, γm(n) is the noise signal. The aim of target

sound enhancement is to emphasize s(n) while suppressing

γm(n).
It is easily assumed that a vowel part has a periodic struc-

ture and occupies a large part of a voice power. Therefore,

s(n) can be written as s(n) = a(n)z(n), where z(n) is a
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periodic signal and a(n) is an envelope. Furthermore, it is as-

sumed that a(n) is slower than z(n). Then, Equation (1) can
be written as below,

xm(n) = hsm(n) ∗ s(n) + γm(n)

= a(n) (hsm(n) ∗ z(n)) + γm(n)

= a(n)z
′

(n) + γm(n) (2)

where z
′

(n) = hsm(n) ∗ z(n).

3. Cue signal method
In general, filter coefficients of 2 channel linear filter are

learned so as to minimize e2(n), where e(n) is an error be-

tween the supervised signal d(n) and the output signal y(n), ·
denotes a time average operation. In our method, d(n) is gen-
erated based on the cue signal method, and a procedure of the

cue signal method is shown in Figure 2. Under a stationary

noise environment, the cue signal αt is generated as a signal

that satisfies following three conditions.

1. αt has a correlation with the power envelope of s(n).
2. αt does not have a correlation with γm(n).
3. Time average of αt is 0.

Then, d̂(n) is generated as

d̂(n) = αtψ(n) (3)
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where ψ(n) is the L/2 samples delayed version of x1(n), L
is a filter length. Moreover,ψ(n) can be written as following,

ψ(n) = aψz(n) + ψγ(n),

= ψs(n) + ψγ(n) (4)

where ψz(n) is a periodical component of the target sound,

ψγ(n) is the noise. The filter coefficients can be calculated as
a solution of following equation,

f = Rc

−1p (5)

where f is a vector of filter coefficients, Rc is an autocor-

relation matrix of u(n), p is a cross correlation vector be-

tween tap input u(n) and d̂(n). Equation (5) shows that the

supervised signal depends on only p. Therefore, if pl(d),

l = 1, 2, · · · , 2L, and pl(d̂) are equivalent each other, where

pl(d) and pl(d̂) are the l–th element of p calculated using

d(n) and d̂(n), the resultant filters have a common character-

istic. Then, pl(d) and pl(d̂) can be written as following,

pl(d) = ul(n)d(n)

= ul(n)ψs(n)

=
(
a(n)z

′

l(n) + γl(n)
)
(a(n)ψz(n))

= a2(n)z
′

l (n)ψz(n) + a(n)γl(n)ψz(n)

= a2(n) · z
′

l(n)ψz(n) + a(n) · γl(n)ψz(n)

= a2(n) · z
′

l(n)ψz(n), (6)

pl(d̂) = ul(n)d̂(n)

= ul(n)αtψ(n)

=
(
a(n)z

′

l (n) + γl(n)
)
αt (a(n)ψz(n) + ψγ(n))

= αta2(n)z
′

l(n)ψz(n) + αta(n)γl(n)ψz(n)

+αta(n)z
′

l (n)ψγ(n) + αtγl(n)ψγ(n)

= αta2(n) · z
′

l(n)ψz(n) + αta(n) · γl(n)ψz(n)

+αta(n) · z
′

l(n)ψγ(n) + αt · γl(n)ψγ(n)

= αta2(n) · z
′

l(n)ψz(n)

= K · a2(n) · z
′

l(n)ψz(n), (7)

where ul(n) is the l–th tap input, z′l(n) is the periodic com-

ponent in ul(n), γl(n) is the noise signal in the l–th tap and

K is a constant. K can be written as following,

K =
αta2(n)

a2(n)
. (8)

The difference between Equation (6) and Equation (7) is just

K . Although the power envelope of the received signal can

be utilized to hold the conditions under the stationary noise

situation, it is difficult to hold them under the nonstationary

noise situation. Therefore, the condition 1 and the condition

2 are extended to that αt has a correlation with S/N of the

received signals.

θ

R
el

at
iv

e 
re

lia
bi

lit
y

Cue signal

×

y(n)

x1(n)

x2(n)

Linear Filter

Supervised Signal

DFT DFT

Mixed Cauchy Distribution

Sequential updating histogram

Root-MUSIC

Reliability weighted histogram

×
(1
−
w

t
)

Correlation matrix

d(n)

αt

Figure 3. A procedure of the proposed method

4. Proposed method
A procedure of the proposed method is shown in Figure 3.

First, the received signals are transformed into the frequency

domain by DFT (Discrete Fourier Transform). For applying

Root-MUSIC (MUltiple SIgnal Classification), a correlation

matrix R(t, k) is calculated as below,

R(t, k) = X(t, k)XH(t, k) + βR(t− 1, k) (9)

X(t, k) = [X1(t, k), X2(t, k)]
T , (10)

where t is a frame index, k is a frequency index, Xm(t, k) is
DFT of xm(n),H is a Hermitian transposition,T is a transpo-

sition and β is a forgetting factor. In each the time-frequency

region, DOA (Direction-Of-Arrival) is estimated using Root-

MUSIC. The power ratiowp(t, k) are weighted as a reliability
of estimated result, and the reliability weighted histogram is

calculated. wp(t, k) is calculated as below,

wp(t, k) =
I(t, k)∑
k I(t, k)

, (11)

where I(t, k) = (|X1(t, k)|
2
+ |X2(t, k)|

2
)/2. The reliabil-

ity weighted histogram is updated using the updating weight

wt(t, k), and the updated histogram is called as a sequential

updating histogram[4]. The mixed Cauchy distribution is fit-

ted to the sequential updated histogram by EM (Expectation

Maximization) algorithm for sound source localization. The

mixed Cauchy distribution is defined as below,

F (θ) =

N∑
i=1

ρi

[
1

π

(
λi

(θ − μi)2 + λ2i

)]
, (12)

whereN is the number of sound sources, ρi is a mixture ratio,

λi is a half width at a half maximum, μi is a mode value. In

the case of high S/N, ρi tends to be large and λi tends to be

narrow. On the other hand, in the case of low S/N, ρi tends
to be small and λi tends to be wide. Relationship between

S/N and ρi, between S/N and λi were verified, and the sounds
(speech1 : male voice, speech2 : female voice) were used as a

target sound. These results are shown from Figure 4 to Figure

7, respectively. The verification results have revealed that S/N
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Figure 4. Relationship between S/N and ρi (speech1)
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Figure 5. Relationship between S/N and λi (speech1)

and ρi indicate the relationship of the monotonous increasing

and S/N and λi indicate the relationship of the monotonous

decreasing. Therefore, ρi and λi can be used for an index of

S/N. αt is generated as following,

αt =
ρi
λi
. (13)

5. Experiments
Several experiments were conducted in an actual room to

evaluate the effectiveness of the proposed method. The
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Figure 6. Relationship between S/N and ρi (speech2)
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Figure 7. Relationship between S/N and λi (speech2)

Table 1. Experimental conditions

sampling frequency 8000 [Hz]

frame size 512

microphone width 40 [mm]

wt 0.15

β 0.05

frequency band for sound source localization 500–3500 [Hz]

signal length 10 [s]

sounds (speech1 : English male voice, speech2 : English fe-

male voice, speech3 : German male voice) were used as the

target sound and the Gaussian noise modulated by the sine

wave of 2[Hz] was used as the nonstationary noise. Table1

shows parameters used in the experiments. The direction of

the target sound was set to 0◦ and the direction of the noise

was set to 40◦. The effectiveness of the proposed method was

measured by the normalized S/N as following,

G = 10log
d2(n)(

d(n) −Kd̂(n)
)2 . (14)

The eigenvalue ratio method was used as the compared

method[5]. In the compared method, cue signal αt is gen-
erated as following,

αt = 1−
σ2
σ1

, (15)

where σ1 is the eigenvalue corresponding to the signal sub-

space, σ2 is the eigenvalue corresponding to the noise sub-

space.

The experimental results are shown from Figure 8 to Fig-

ure 10. From these results, it can be confirmed that the pro-

posed method worked better than the compared method in the

low S/N situation and the case of high S/N in speech2 and

speech3.

The performance of the proposed method depends on a

precision of the cue signal. Therefore, it is considered that the

performance of the proposed method has a limitation because

the precision of the cue signal decreases in the silent period.
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Figure 8. Relationship between input S/N and normalized out-

put S/N (speech1)
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Figure 9. Relationship between input S/N and normalized out-

put S/N (speech2)

Therefore, it can be considered that the proposed method de-

graded in the situation more than -5dB in the speech1. The

compared method degraded particularly in the low S/N. It

is supposed that this is a limitation of the compared method

caused by a room reverberation.

6. Conclusion
In this paper, the target sound enhancement method by using

a adaptive microphone array was proposed. The distribution

of sound source localization results was used for generating

the supervised signal. The experimental results in the actual

room showed the effectiveness of the proposed method.
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