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Abstract: Infrared (IR) images usually have blurred edges 

and weak details in comparison with visible light images. 

Due to such phenomenon, up-scaled IR images do not 

provide acceptable visual quality, either. So, we propose an 

edge enhancement algorithm as a pre-processing for 

effective up-scaling of IR images. The proposed algorithm 

utilizes the block-based self-similarity which indicates local 

similarity between a current image and its scaled ones. First, 

for each block in the input IR image its edge strength is 

computed. Then, high-frequency information proper for the 

computed edge strength is derived. Here, the best self-

example of the current block is found from a down-scale 

determined by the computed edge strength. By adding the 

extracted high-frequency information to the current block, 

the definition of the current block is enhanced. 

Experimental results show that the proposed algorithm 

provides better edge enhancement than state-of-the-art 

algorithms. Also, the proposed algorithm outperforms the 

other algorithm up to 0.07 even in terms of a quantitative 

metric, i.e., just noticeable blur metric (JNBM). 
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1.  Introduction 

Thermal infrared (IR) images can extract important 

information which visible (VIS) images (VIS) cannot 

obtain. So IR images are useful for surveillance 

applications, and high definition IR images become 

demanding more and more. However, since high-resolution 

(HR) IR sensors are usually very expensive, it is hard to 

adopt such expensive sensors in practical products. A 

possible solution to this problem is to up-scale low-

resolution (LR) images by using a high-quality image 

processing algorithm. 

On the other hand, IR images have lower definition due 

to their inherent blur characteristic than general-purpose 

VIS images. Such blur phenomenon makes visual quality of 

conventional up-scaling algorithms such as super-resolution 

(SR) [1, 2] degraded. So a specific pre-processing is 

required prior to up-scaling for better visual quality. In 

general, image enhancement algorithms are categorized into 

filter-based ones [3-5] and deblur ones [6-8]. Unfortunately, 

because edges in IR images are considerably blurred, the 

filter-based approach is not effective. Also, conventional 

deblur algorithms which are based on deconvolution can 

produce better edges than filter-based methods. However, 

they suffer from some visually annoying side-effects such 

as ringing and halo effects. 

 
Figure 1. Overall structure of the proposed algorithm 

In order to remove blur phenomenon in IR images 

without artifacts, this paper proposes an adaptive multi-

scale self-similarity-based enhancement algorithm. 

 

2.  Proposed Algorithm 

Fig. 1 shows the oberall structure of the proposed algorithm. 

 

2. 1 Classification based on image complexity 

In order to measure the compleixty of each pixel, we 

compute the edge strength of the pixel via 3x3 Sobel 

operator. For a 5x5 patch, the edge values are averaged. 

Then, the average edge strength is compared with four 

thresholds, i.e., T0, T1, T2, T3 and each patch is categroized 

into five cases, that is, no processing, 1/2-scale, 2/3-scale, 

3/4-scale, and 4/5-scale. Since complex patches are hard to 

find thier proper self-examples, their self-examples need to 

be explored on similar-scale LR images. On the other hand, 

for flat patches having low edge strength no processing is 

more promising. 
 

2. 2 Self-similarity-based high frequency synthesis 

Let 
DI  be the down-scaled version of an input image I  

according to the selected scale  . From 
DI , the high-

frequency image is obtained by Eq. (1).  
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where (k,l) is the pixel location and LFDI ,
 is derived from 

Eq. (2). 
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where LPF1 indicates a Gaussian kernel with a standard 

deviation of 1 . 

 

2. 3 Image registration 

As in Fig. 2, image registration is performed between I  and 

DI . Because they have different bandwidth, we need to 

apply different LPFs to I  and 
DI prior to block matching. 

So, the input image is low-pass-filtered by Gaussian LPF2 

whose standard deviation is 2 . Hence, LFI  is obtained. 
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Figure 2. Image registration 
 

Block matching to find the best self-example is performed 

between LFI  and 
LFDα

I ,
. The search range is set to 2  

horizontally and vertically. Finally, the output image is 

obtained by Eq. (3). 
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where 
HFDα

I ,

~  indicates the selected high-frequency patch via 

the block matching, and (i,j) is the pixel location of the 

output image.  

 

3. Experimetal Results 

For performance evaluation, 10 IR images were employed. 

Their size is 320x240, and patch size is 5x5. Four 

thresholds for classification, i.e., T0, T1, T2, and T3 are 

empirically set to 0.1, 0.25, 0.7, and 0.9, respectively. Also, 

1  and 2  for Gaussian LPF are set to 0.6 and 0.8. We 

compared the proposed algorithm with two blind deblur 

algorithms [7] and [8].  

Fig. 3 shows that the proposed algorithm provides 

visually better result than two deblur algorithms. While two 

deblur algorithms suffer from halo artifacts, the proposed 

algorithm accomplishes high definition without artifacts. 

Table 1 compares the proposed algorithm with the previous 

works in terms of an objective metric, i.e., JNB [9]. We can 

find that the proposed algorithm provides higher JNB on 

average than the comparative methods. 

 
Figure 3. (a) An input image (b) [7] (c) [8] (d) proposed. 

 

Table 1. Just Noticeable Blur (JNB)[10] result 

Input Michaeli[7] Pan[8] Ours 

1.05229 1.66609 1.57431 1.74273 

 

4. Concluding Remarks 

This paper proposed an adaptive multi-scale self-example-

based image enhancement algorithm for effective up-

scaling of thermal IR images. We proved that the proposed 

algorithm provides better visual quality than conventional 

deblur algorithms for IR images without artifacts. If the 

proposed algorithm is combined with any state-of-the-art 

super-resolution algorithm and is applied to low-resolution 

IR sensors, it can successfully replace expensive high-

resolution IR sensors. 
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