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Abstract:    Artificial Neural Network (ANN) and Support 

Vector Machine (SVM) models are used increasingly to 

predict, monitor and forecast water quality. In this paper, two 

methods were implemented to predict biochemical oxygen 

demand (BOD) of Chaophraya River, Thailand using a set of 

simple measurable surface water quality variables including 

water temperature, dissolved oxygen (DO), electrical 

conductivity (EC), pH, nitrate, ammonia, total phosphate 

(TP), monitoring time, and monitoring location as input 

variables. The data set consists of 1248 water samples 

represent 18 different monitoring stations along the 

Chaophaya, which has been monitored for 17 years. The 

associated parameters for optimum ANN and SVM model 

were obtained using grid search technique. The ANN and 

SVM models can predict BOD in training and testing data 

sets with reasonably high correlation. The overall results 

showed that both models could be used as one of the fast, 

reliable and cost-effective methods for predicting BOD in 

environments. 
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1.  Introduction 

The water quality is a subject of ongoing concern. 

Deterioration of water quality has initiated serious 

management efforts in many countries. Most acceptable 

ecological and water related decisions are somewhat difficult 

to make without careful modelling, prediction, and analysis 

of river water quality for typical development scenarios. 

Accurate predictions of future phenomena are the lifeblood 

of optimum water resource management in a watershed.  

     Water quality modelling is the basis of water pollution 

control project. It predicts the water quality tendency 

according to the current water quality condition, transfer and 

transformation rules of the pollutions in the river basin. In 

addition, several water quality models, such as 

physicochemical-based models, have been developed to 

manage the best practices for conserving water quality [1-4]. 

Most of these models are very complex and require 

significant amount of field data to support the analysis. 

Furthermore, many statistical-based models assume that the 

relationship between response variables and prediction 

variables are linear and are distributed normally. However, 

as water quality can be affected by so many factors, 

traditional data processing methods are no longer efficient 
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enough for solving the problem [5-6], as such factors show a 

complicated non-linear relation to the variables of water 

quality prediction. Therefore, utilizing statistical approaches 

usually does not possess high precision.                      A 

     Recently, ANNs and SVM approaches have been applied 

to many fields of science, such as water engineering, 

ecological science, and environmental science, have been 

reported [7-12]. Artificial neural network and support vector 

machine models show that they are able to accurately 

approximate complicated non-linear input–output 

relationships. The ANN and SVM models are flexible 

enough to accommodate additional constraints that may arise 

during its application. Moreover, both models can reveal 

hidden relationships in historical data, thus facilitating the 

prediction of water quality. 

     Hence, motivating by many successful applications in 

modelling non-linear system behaviors in a wide range of 

areas, ANN and SVM models are used to predict BOD in this 

study. The main objective of this study is to analyze and 

compare the performance of ANN and SVM models in BOD 

prediction along Chaophraya River. 
 

2.  Data and Monitoring Stations 

In this study, water quality data are provided by the Thai 

Pollution Control Department, Ministry of Natural 

Resources and Environment during 1996-2013. There are 

1248 records of data. Each record consists of 10 attributes 

including monitoring time, monitoring location, water 

temperature, dissolved oxygen (DO), electrical conductivity 

(EC), pH, nitrate, ammonia, total phosphate (TP), and BOD. 

     Eighteen monitoring station along the Chaophraya belong 

to the Department of Pollution Control. The Chaophraya 

basin is important for the daily life of the people in Central 

Thailand. This river is used for consumption, transportation 

and recreation. The rapid growth in industry, agricultrue, 

high-rise and low-rise buildings, and other infrastructures, 

has had a significant effect on the river water quality. 

Biochemical oxygen demand (BOD) is an important 

parameter for interpreting the condition of surface water. The 

prediction of BOD, then can be utilized in water 

management and treatment systems. 
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3.  Methodology 

3.1 Artificial neural network 

ANN is a proper mathematical structure having an inter-

connected assembly of simple processing elements or nodes. 

In this study, ANN customary architecture is composed of 

three main layers where is sufficient for ANNs to 

approximate any complex non-linear function [13]. A major 

reason is that intermediate cells do not directly connect to 

output cells. Hence, they will have very small changes in 

their weight and learn very slowly [14]. Therefore, an ANN 

model based on a feedforward neural network with a single 

hidden layer is used. The backpropagation algorithm is used 

to train the network. Also, the chosen activation function is 

sigmoidol function. Suitable number of hidden neurons are 

tested as trial and error approach. 

 
3.2 Support vector machine 

SVM is formulated from the principles of statistical learning 

theory [15] which can be categorized into two types, 

regression and classification. In this study, regression SVM 

called ε-SVM is used for BOD prediction. The basic idea of  

ε-SVM is considered as a training set where each attribute 

represents the input space of each record and has a 

corresponding scalar measure output value. The goal is to 

find a function that predicts BOD in the best possible way. 

We implement SVM model based on Smola and Scholkopf 

(2004) [16]. 

 

3.3 BOD prediction models and performance evaluation 

BOD prediction model can be divided into two parts: feature 

selection and prediction. In the first part, forward selection 

(FS) and genetic algorithm (GA) are used as feature selection 

techniques to select subset of nine water quality variables to 

feed into the second part. In the second part, ANN and SVM 

models are implemented to predict BOD of Chaophraya 

River. Consequently, six different models are generated from 

the combination of two parts (as shown in Figure 1). 

 

 

 

  

 

 

 

  

 

 

 

 

 

Figure 1. Six BOD prediction models 

 Nine surface water quality variables including water 

temperature, dissolved oxygen, electrical conductivity, pH, 

nitrate, ammonia, total phosphate, monitoring time, and 

monitoring location are used as input variables. The data set 

are divided into 70% training set and 30% testing set. The 

performance of each model is evaluated according to two 

statistical criteria consisting of correlation coefficient (R), 

root mean square error (RMSE).  
 

4.  Results and Discussions 

4.1 ANN model performance  

Neural networks were trained using learning rate = 0.3 and 

momentum = 0.2. The training iteration (epoch) were 

optimized between 100-1000 epochs. The number of 

experimental investigations were conducted to find optimum 

results. The best stopping criteria for training was 200 

epochs for GA-ANN. The correlation coefficient, which 

measured the strength and direction of linear relation 

between actual BOD and predicted BOD, is R = 0.730. The 

RMSE of the model is equal to 1.198 as shown in Figure 2. 

   

 
  

 

 

 
Figure 2. Performance of ANN models indicate by two 

criteria: (a) root mean square error and (b) correlation 

coefficient 

 

4.2 SVM models performance  

The SVM model performance was evaluated using the two 

criteria (R, RMSE) as shown in Table 1 where the best result 

came from GA-SVM (R and RMSE were 1.285 and 0.731, 

respectively). 

1

1.2

1.4

1.6

1.8

2

100 300 500 700 900

R
M

S
E

Epoch

ANN FS-ANN GA-ANN

0.5

0.55

0.6

0.65

0.7

0.75

0.8

100 300 500 700 900

R

Epoch

ANN FS-ANN GA-ANN

Feature 

selection 

None 

FS 

GA 

Prediction 

ANN 

SVM 

Models 

FS-ANN FS-SVM 

GA-ANN GA-SVM 

ANN SVM 

 (a) 

(b) 

792



Table 1. Performance of SVM models 

Model #inputs RMSE R 

SVM 9 1.539 0.574 

FS-SVM 3 1.318 0.654 

GA-SVM 6 1.285 0.731 

 

4.3 ANN and SVM model performance comparison 

The inputs selected for training ANN and SVM were 

different as shown in Table 2. GA-ANN used location, pH, 

DO, TP, nitrate, and ammonia as inputs whereas GA-SVM 

used time, temperature, pH, DO, TP, and ammonia as inputs. 

Both models showed the ability to generalize and reasonably 

predict the BOD. 

Table 2. Best correlation coefficients and inputs of the two 

model. 

Model #inputs R Inputs 

GA-ANN 6 0.730 
location, pH, DO, TP, 

nitrate, and ammonia 

GA-SVM 6 0.731 
time, temperature, pH, 

DO, TP, and ammonia 

 

5.  Conclusions 

In this study, six different models, including ANN, FS-ANN, 

GA-ANN, SVM, FS-SVM and GA-SVM were implemented 

to identify the optimal BOD prediction along the 

Chaophraya. The experimental results show that GA-ANN 

and GA-SVM models provide the highest correlation 

coefficients (0.730 and 0.731, respectively). By using GA 

feature selection, dissolved oxygen (DO), pH, total 

phosphate (TP) and ammonia are the most common variables 

used by ANN and SVM models for BOD prediction. 

Therefore, the proposed models could be used as an efficient 

tool for managing natural resources and environment, and 

maintaining compliance with water management regulations 

and policy. 
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