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Abstract: We present a time-consistent depth estimation al-
gorithm for 2D-to-3D video conversion. The algorithm ex-
ploits variance of image to identify the foreground, and uses
modified scene change detection method that exploits a color
histogram. In simulations the proposed algorithm did not
commit depth-reversal or saliency-instability.
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1. Introduction
The major impediment to development of the 3D display mar-
ket is lack of video that has 3D content. Therefore, 2D-to-
3D conversion systems are required, but development of such
systems is a difficult challenge. Depth can be estimated us-
ing saliency, which denotes the region to which the human
visual system pays most attention. Methods that use saliency
generally assign the closest depth to the most-salient points.

Saliency-based depth estimation [1] uses color saliency to
assign a depth map; this method is efficient, but has two ma-
jor problems. 1) It uses a strong assumption that the object
occupies a smaller portion of the scene than does the back-
ground; this assumption is frequently violated and when it is,
the depth map can be reversed. 2) The saliencies of the colors
are mutually dependent, so when the proportion of a scene
that is a given color changes, the saliences of this color and of
all other colors are affected; the result may be a rapid change
in the depth map. In this paper, we propose a saliency-based
depth estimation for 2D-to-3D conversion algorithm that does
not have these problems.

2. Conventional algorithm [1]
2.1 Saliency generation

The saliency of color cl is defined as

S (cl) =
n∑

j=1

fj · (D (cl, cj)) (1)

where D (cl, cj) is the color distance between cl and cj , n is
the number of different pixel colors, and fj is the frequency
of pixel color cj in the image [2].

The calculation of (1) is computationally too expensive
for real-time application. To reduce the complexity, a his-
togram is generated by quantizing all colors into 123 kinds,
and saliency is calculated only for the most frequent colors
(i.e., which occupy the top 95% of the histogram). Each infre-
quent color is considered to be the same as the closet frequent

(a) Zoom-in image (b) Depth map of (a) us-
ing saliency-based depth es-
timation [1]

Figure 1. Depth-reversal problem

Figure 2. Instability system diagram of saliency-based depth
estimation [1]

color. This process can result in similar colors being quan-
tized to different values; to reduce this quantization artifact
the color space is smoothed as shown by

S
′
(c) =

1

(m− 1)

n∑
i=1

(T −D (c, ci)))S (ci)) (2)

where
∑m

i=1 (D (c, ci))) is the sum of distances between
color c and its m nearest neighbors.

The final depth map is defined as

Depth (cl) =
S (cl)− Smin

Smax − Smin
· 255 (3)

where Smin and Smax are the minimum and maximum
saliency values of all colors in the image.
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(a) Frame at time k (b) Frame at time k+10

(c) Depth map of (a) using saliency
based algorithm

(d) Depth map of (b) using saliency-
based algorithm

Figure 3. The solution [1] to the instability problem

2.2 Depth-reversal

Saliency based on a color histogram used as depth entails a
strong assumption that the object is smaller than the back-
ground. This assumption is frequently violated; when this
happens, the color of the object has low saliency, so it is
assigned a low depth value, and the depth map inverses.
This phenomenon is called the ‘depth-reversal problem’. As
shown in figure 1, the assumption that the salient object (head)
is smaller than the background is violated (Fig. 1a). The head
is assigned low saliency and is therefore given a distant depth
value (dark) (Fig. 1b).

2.3 Instability problem

Equation (1) indicates that if the proportion of an image that
is a given color changes, the saliency of all other colors
also changes. As a consequence, the saliency of an object
can change in consecutive frames (the instability problem).
To eliminate this instability, [1] proposed a scene-detection
system in which the saliency is not updated until the scene
changes. The system check two simplified criteria. Color
type change is defined as

ratiocln =
n
(
{cl}n \ {cl}n−1

)
n
(
{cl}n−1

) (4)

where n
(
{cl}n−1

)
is the count of frequent colors in frame

(n− 1), \ is the set relative complement operation. Color
histogram change is given by

ratiohistn =

n∩∑
i=1

∣∣h (ci)n − h (ci)n−1

∣∣ (5)

where n∩ is the count of common frequent colors in frame n
and (n− 1), and h (ci)n is the bin count of color cl in frame
n. ratioclk is examined first, and ratiohistk is tested only when
ratioclk is small. Either large ratioclk or ratiohistk indicates a
different scene. The algorithm update a saliency value if and
only if a new scene is detected. This approach stabilizes the
depth map effectively, but cannot assign a saliency value to a

new frequent color (Fig. 2d) while the scene does not change
(Fig. 2b).

3. Proposed algorithm
To solve these problems, we propose the following process.

3.1 Saliency generation

We adopt the saliency (1).

3.2 Local feature calculation

Commonly, the salient object has more details and boundaries
than does the background, so the object has higher variance
than does the background (Fig. 4). Therefore we use the vari-
ance map to identify the object. The variance map is defined
as

var (x) = uk

(
x2

)
− (uk (x))

2 (6)

where x is the elements of the pixel domain, uk (·) is the local
mean with size-k window.

(a) Original image (b) Variance map of (a)

Figure 4. Variance map as local feature of object

(a) NCC calculation using depth map (b) NCC calculation using comple-
ment depth map

Figure 5. Checking for reversal

3.3 Checking for reversal

To check whether depth reversal occurs, we use normalized
cross-covariance

NCC =
∑
x

(
d (x)− µd

)
(var (x)− µvar)

Nσvarσd
(7)

where x is the elements of the pixel domain, d (·) is the depth
map of pixel domain, µd is the mean of d, µvar is the mean
of var, σd is the standard deviation of d, σvar is standard
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Figure 6. Instability system diagram of the proposed algo-
rithm

deviation of var, and N is the number of pixels. We also
define a complement depth map

Depth′ (cl) = 255−Depth (cl) , (8)

and compare it to the depth map by NCC. If NCC is higher
in the complement depth map than in the depth map, then
depth reversal has occurred. In this case, Depth′ is selected
as the final depth map instead of Depth.

3.4 Instability removal

We modify the scene change detection system [1] to solve
this problem. Firstly, if the scene does not change, the system
updates saliency only if it detects a new frequent color that
was not present in the previous frame; this process may cause
flicker in the image, because the normalization value (Smax,
Smin) changes. To prevent this flicker, the system saves the
normalization value of the first until the scene changes. By
maintaining the normalization value and updating only the
saliency of a new frequent color, the algorithm prevents in-
stability without failing to consider that color.

4. Simulation results
In this section, we present simulation results to evaluate the
numerical performance and visual quality. We compare the
proposed algorithm with saliency-based algorithm [1] RGBD
data sequences; Ballet (1024 × 768), beer garden (1920 ×
1080), break dancing (1024 × 768), book arrival (1024 ×
768), tanks (400 × 300), book (400 × 300). By comparing
normalized cross-covariance(NCC) with ground-truth depth
map, the performance of these algorithms is evaluated. Table
1 shows the average NCC values for several sequences. From
Table 1, we can see that the proposed algorithm had slightly
higher estimation accuracy than saliency-based algorithm [1].
We can also see that the proposed algorithm prevented depth-
reversal (Fig. 7), and eliminated instability without failing to
consider a new frequent color (Fig. 8).

5. Conclusion
We presented a time-consistent saliency-based depth estima-
tion algorithm. To prevent depth-reverse problem, we use the
variance map as local feature of object, and check whether
depth reversal occurs by using normalized cross-covariance.

(a) Original image (b) Depth map of (a) us-
ing saliency-based algo-
rithm

(c) Depth map of (a) us-
ing the proposed algo-
rithm

(d) Original image (e) Depth map of (d) us-
ing saliency-based algo-
rithm

(f) Depth map of (d) us-
ing the proposed algo-
rithm

(g) Original image (h) Depth map of (g) us-
ing saliency-based algo-
rithm

(i) Depth map of (g) us-
ing the proposed algo-
rithm

(j) Original image (k) Depth map of (j) us-
ing saliency-based algo-
rithm

(l) Depth map of (j) us-
ing the proposed algo-
rithm

Figure 7. The solution to the depth-reversal problem

We also improve instability removal process of conventional
algorithm. As a result, the proposed algorithm did not com-
mit depth-reversal or instability problem, and achieve higher
NCC value. Fig. 9 shows system diagram of the proposed
algorithm.
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Table 1. Normalized cross-covariance with ground truth
Algorithm Image

Ballet Beer Book Book Break Tank Avg.garden arrival dancing
Proposed 0.2698 0.5172 0.3678 0.7857 0.7734 0.2728 0.4978

Saliency-based 0.2698 0.5172 0.3678 0.0593 0.4630 0.2728 0.3250

(a) Frame at time k (b) Frame at time k+10 (c) Depth map of (a) using the pro-
posed algorithm

(d) Depth map of (b) using the pro-
posed algorithm

Figure 8. Instability removal of consecutive frames

Figure 9. System diagram of the proposed algorithm
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