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Abstract: We present a compressed-domain global mo-
tion estimation (GME) algorithm that uses a robust estima-
tor. Conventional GME algorithms based on the M-estimator
are accurate and powerful, but are slow because they use
an iterative process. To speed up the GME, we propose a
non-iterative algorithm that exploits an outlier rejection mask
and histogram. In simulations the proposed algorithm was
about five times faster than the conventional algorithm and
had slightly higher estimation accuracy.
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1. Introduction

Global motion estimation (GME) in video is used to extract
background movement caused by camera motion. GME is
useful in applications such as video stabilization, video anal-
ysis, object segmentation, and video compression. Global
motion can be estimated in either the pixel domain [1] or
the compressed domain [2–4]. Pixel-domain GME is usu-
ally accurate, but has heavy computation load. Compressed-
domain GME is fast because it uses block-based motion vec-
tors (MVs), but has unnecessary MVs (outliers), which should
be removed.

Outlier-rejection processes are divided into two groups.
The first group is robust estimation, where robust means the
ability to reject outliers. These methods first analyze the en-
tire dataset then iteratively remove data that have large er-
ror. In this group, M-estimator [2] is widely used. The sec-
ond group is based on random sampling. These methods first
choose a few data randomly and use them to estimate global
motion. The process is repeated until a stop condition is sat-
isfied. Helmholtz Tradeoff Estimator (HTE) [4] and Ran-
dom SAmple Consensus (RANSAC) [5] are members of this
group. However, both groups use an iterative approach, which
has a high computational load.

In this paper, we present a non-iterative robust GME al-
gorithm that belong to first group of outlier rejection meth-
ods. To remove outliers, the proposed method consists of two
phases. First phase uses an outlier rejection mask to eliminate
outliers of special types such as object, large-difference, and
zero or near-zero-magnitude using the outlier rejection mask.
The second phase uses M-estimator to assign weights to data
remaining after execution of the first phase. For the second
phase, we propose a new fitting error that considers both the
magnitude of the error and the number of errors. This two-
phase process yields accurate results without an iterative pro-
cess, and can reduce computation load.

2. Transformation model
In [3], four transformation models (translational, geometric,
affine, perspective) are described. The perspective transfor-
mation model is widely used to estimate global motion. This
model has eight degrees of freedom:
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Using parameter H of the perspective model, and homoge-
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. (3)

If (xi, yi) is set as the center of the current frame block that
indicates background, and (xi

′, yi
′) as a pixel moved using

the MV of (xi, yi), then H can be called global motion pa-
rameter (GMP). To estimate a perspective model parameter,
we first construct a single linear matrix equation as

A · h = b, (4)
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h = (m1,m2, . . . ,m7,m8)
T
, b = (x1

′, y1
′, . . . , xN

′, yN
′)
T
.

Then GMP is obtained by the least squares solution of (4) as

h =
(
AT ·A

)−1 ·AT · b. (5)

3. Proposed algorithm
The algorithm (Fig.1) operates frame-by-frame as follows.

3.1 Outlier rejection mask generation

Compressed-domain GME can encounter three kinds of out-
lier [6]:
• case 1) Object outliers; object motion is usually different
from global motion.
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Figure 1. System diagram of histogram-based non-iterative global motion estimation

• case 2) Large-difference outliers; these outliers are caused
by matching error such as regions with repetitive or no texture
pattern, and boundary regions of a moving object.
• case 3) Zero or near-zero-magnitude outliers; this occurs
due to failure of the error minimization step of the block
matching algorithm.

Each error type is removed using a specialized procedure.
To remove case-1 outliers, we first define an initial mask by
using a method similar to that of weight initialization [2].
This mask is obtained by using the object rejection mask of
the previous frame. Each block of the current frame is moved
to the previous frame by as much as the MV. If moved blocks
are overlapped by zero blocks (outliers) of the object rejection
mask, then corresponding blocks of current frame are consid-
ering to be outliers and their values are set to zero. In the
starting frame, we use all one mask because previous frame is
not exist.

Most case-2 outliers can be removed by using the proposed
magnitude mask, which satisfies

(µ− σ) < ∥MVi∥ < (µ+ σ), i = 1, 2, . . . , N, (6)

where

µ =
1

N

N∑
i=1

∥MVi∥, σ =

√√√√ 1

N

N∑
i=1

(∥MVi∥ − µ)2, (7)

∥MVi∥ is the magnitude of the ith MV and N is the number
of total MVs. This condition means that an MV that is far
from the average magnitude is considered to be an outlier.

The outlier rejection mask is defined as

initial mask ∩ magnitude mask. (8)

Elimination of case-3 outliers requires information regard-
ing the global motion of current frame. If the magnitude of
actual global motion is zero or near-zero in the current frame,
then MVs that have magnitude of zero should be accepted as
inliers. Therefore, instances in which MV = 0 are considered
to be outliers only if MV = 0 for < 30% of outlier rejection
mask blocks that have one value (inlier part).

As an example we use frames from a video of a boat (Fig.
2) to show the process of outlier rejection mask generation
which corresponds to frames 131 (Fig. 2a) and 132 (Fig. 2b).
MVs from #132 to #131 contain outliers all three types (Fig.
2c). The initial mask removes the boat (object) clearly (Fig.
2d) and the magnitude mask removes large-difference out-
liers (Fig. 2e). Finally, by generating the intersection of the
initial mask and the magnitude mask and eliminating zero-
magnitude MVs, we obtain the outlier rejection mask Fig.
(Fig. 2f).

(a) Coastguard frame #131 (b) Coastguard frame #132

(c) MV from (b) to (a)

(d) Initial mask (e) Magnitude mask (f) Outlier rejection mask

Figure 2. MV outlier mask from sequence Coastguard.

3.2 Initial GMP estimation

To calculate the weight of each datum, an initial GMP is
needed. In a general video sequence, global motion char-
acteristics usually continue over several consecutive frames.
Therefore, GMP of the previous frame includes much infor-
mation about GMP in the current frame, and can be used as its
initial estimate. In the starting frame, which has no previous
frame, we use the translation model as initial GMP:

m1 = m4 = 1, m2 = m5 = m7 = m8 = 0

m3 = 1
N ′

N ′∑
i=1

MVxi, m6 = 1
N ′

N ′∑
i=1

MVyi. (9)

3.3 Weight estimation using histogram

To adjust the influence (weight) of each datum, we use the
following function from M-estimator [2]:

W (εi) =


(
1− ε2i

ς2

)2

|εi| < ς

0 |εi| ≥ ς
, (10)

where

εi =
∣∣MVxi − MV′xi

∣∣+ ∣∣MVyi − MV′yi
∣∣ , (11)
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(a) Conventional error histogram
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(b) Proposed error histogram

Figure 3. Two error histograms and weight

ς is the tuning constant and εi is the fitting error that describes
Manhattan distance between MV and MV′, which is the dis-
placement of the center pixel by a GMP. Generally, the initial
GMP that represents the global motion of the previous frame
does not accurately match the global motion of the current
frame; this mismatch causes large initial fitting error. First,
a fitting-error histogram is constructed, and error bins are as-
signed weights. The bin with the largest count usually in-
dicates global motion has error value (0.2) and is therefore
assigned a weight < 1 (here, 0.92). This phenomenon does
not cause a problem in iterative approaches [1], because the
fitting error is adjusted by the iteration step, so global motion
is eventually assigned the largest weight, but in non-iterative
approaches, this phenomenon degrades the accuracy of outlier
detection. To prevent this problem, both the value of errors
and the number of errors must be considered.

We propose a new fitting error that is assigned a small
value when the Manhattan distance is small and the number
of errors is large:

εi
′′ = εi

′ × N ′ − h (εi
′)

1
N ′

N ′∑
i=1

(N ′ − h (εi′))

with εi
′ = (εi − ε̃) ,

(12)
where h (·) are histogram bin counts, ε̃ is the mode of fitting
error from the histogram, and N ′ is the number of outlier re-
jection mask inliers. This new fitting error imposes two major
meanings. 1) Subtracting the mode value from the fitting er-
ror sets the error of the largest count to zero. 2) Multiplying
by the ratio of complement counts to the average of comple-
ment counts causes the error to vary inversely with bin counts.
(Fig. 3b) shows new fitting error histogram and weight. The
largest bin count which indicates global motion has zero error
(0.0) and is assigned the largest weight (1.0). Therefore, ap-
propriate weight can be assigned to all blocks, and the speed
and peak signal-to-noise ratio are increased without iteration.
Because the mode value is subtracted, we suggest the tuning
constant ς = 1 rather than ς = µε + 1, where µε is the inlier
sample mean in [2].

3.4 Global motion estimation

By using estimated weight, we can construct a single linear
matrix equation as

(A ·w) · h = b, (13)

(a) Magnitude mask (b) Magnitude maskC (c) Initial mask

(d) Mismatch mask (e) Outlier rejection mask (f) Object rejection mask

Figure 4. System diagram of histogram-based non-iterative
global motion estimation

where

w =

 w1

...
w1

w1

...
w1

· · ·
wN

...
wN

wN

...
wN

 ,

wi is the weight of the ith block. The GMP can be obtained
using (5).

3.5 Object rejection mask generation

At the end of the process, an outlier rejection mask, which is
used in the next frame, can be generated using the following
condition

εi
′′′ < ς, (14)

where ς = 1 and εi
′′′ is calculated by using estimated

GMP and the equation of conventional fitting error (11) be-
cause now the estimated GMP is accurate. However, this
mask involves not only objects of case-1, but also matching-
error outliers of cases 2 and 3 (Section 3.1) which are mean-
ingless in the next frame. Therefore, we use a magnitude
mask to eliminate matching-error outliers as

Object rejection mask:

outlier rejection mask ∪ mismatch mask, (15)

where

mismatch mask : magnitude maskC ∩ initial mask. (16)

4. Simulation results
In this section, we present simulation results to evaluate the
processing time and Background Peak Signal-to-Noise Ratio
(BPSNR) [2] of the proposed non-iterative GME algorithm.
Various sequences were used: Coastguard (SIF, 300 frames),
Stefan (CIF, 90 frames), Flower Garden (SIF, 50 frames), Ta-
ble Tennis (SIF, 67 frames), City (CIF, 100 frames), and Fore-
man (CIF, 300 frames). All sequences were in YUV 4:2:0
format and had frame rate of 30 fps. We mapped all MVs to
4× 4 blocks.

We compared NDLT [2], HTE [4], RANSAC [5], and Cas-
cade [7]. First three algorithms are iterative and the last al-
gorithm is non-iterative. Simulations were performed using
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Table 1. Mean processing time per frame [ms]
Algorithm Image

Coast- Stefan Flower Table City Fore- Avg.guard Garden Tennis man
Proposed 4.3 4.1 3.4 3.5 4.3 6.4 4.3

NDLT 14.4 14.5 17 18.5 20.5 35.2 20
HTE 120.9 116 102.1 100.7 129.7 185.5 125.8

RANSAC 55.2 62 60.7 52.9 56.4 90.2 62.9
Cascade 9 7.7 7.3 7.6 9.8 11.3 8.9

Table 2. Background Peak Signal-to-Noise Ratio [1] [dB]
Algorithm Image

Coast- Stefan Flower Table City Fore- Avg.guard Garden Tennis man
Proposed 34.8 33.4 24.4 33 38.7 36.2 33.4

NDLT 34.8 33.3 24.4 32.7 38.7 35.9 33.3
HTE 34.6 32.9 22.1 32.4 38.5 35.5 32.7

RANSAC 34.5 32.2 22.3 30.2 33.5 34.9 31.2
Cascade 34.8 31.5 20.3 29.1 35.1 33.1 30.6

a desktop computer with 3.50 GHz Intel Core i5-4690 CPU
and 8 GB RAM. The proposed algorithm was up to 30 times
faster (average > 16 times) than iterative algorithms(NDLT,
HTE, RANSAC) and twice as fast as the non-iterative algo-
rithm (Cascade) (Table 1).

To compare accuracy, we use BPSNR which is used in [2]
because global motion is not represented by objects but by
background. BPSNR is defined as

BPSNR = 10 · log10
( ∑

x∈X 2552∑
x∈X D(x)2

)
, (17)

where X is set of background pixels and D(x) is intensity
difference between previous frame and current frame warped
using estimated GMP. Table 2 shows results of various algo-
rithms BPSNR in dB and fig. 5 shows BPSNR values for ev-
ery 6 frames of Stefan and Table Tennis. The proposed algo-
rithm had slightly higher estimation accuracy than the second-
best NDLT algorithm and had an average gain of 2.8 dB over
the non-iterative algorithm (Cascade) (Table 2, Fig. 5).

5. Conclusions
we presented a non-iterative robust GME algorithm. To elimi-
nate the need for iteration, we proposed a new outlier rejection
mask and new fitting error that exploits an error histogram. In
tests on standard test sequences, the proposed algorithm re-
duce computation load while achieving slightly higher accu-
racy than existing methods.
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Figure 5. BPSNR values for every 6 frames
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