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Abstract:   Several application protocols have been 
proposed for Internet of Things (IoT) solutions, but the 
most widely used are the Message Queuing Telemetry 
Transport (MQTT) and the Constrained Application 
Protocol (CoAP). To ensure that the messages are 
transmitted accurately and reliability, both MQTT and 
CoAP support Quality of Service (QoS).  There are three 
QoS levels in MQTT and four levels in CoAP. However, 
the characteristic of a medium such as signal attenuation, 
propagation delays, bit error rates and others affect to this 
transmission. In this paper, we proposed that QoS level 
should be adaptively adjusted according to the 
consideration of link conditions.  Moreover, the periodic 
period times to publish/post message also adaptively adjust. 
Based on experimental results show that the proposed 
scheme can ensure message reliability. 
 

1.  Introduction 

The Internet of Things (loT) is a concept 
connecting any device to any other device through the 
Internet.  Currently, the most widely used application 
protocols in the loT are MQTT[1,2], CoAP[3]. Message 
Queue Telemetry Transport (MQTT) is implementations of 
publish-subscribe model, and the other such as Data 
Distribution Service (DDS)[4].  The pub-sub model can 
provide flexibility and scalability, more than one publisher 
can publish messages to a topic, and more than one 
subscriber can consume messages from a topic. The main 
advantage of the publish/subscribe model is that it allows 
messages to be broadcast to multiple subscribers. [5] 

In some application, such as healthcare application, 
the accurate and reliable data is very importance which 
impacts every decision made along the patient care 
continuum.  Hence, the QoS Level 2 of MQTT, is suitable 
for healthcare application which broker passes the message 
through exactly once to the subscriber after the broker 
successfully received the message from publisher (patient’s 
health record) by apply 4-way handshake. In addition, more 
network traffic density is generated primarily by higher 
QoS level.   

Due to the flow control and congestion control in 
TCP, traffic may be delayed and burst which is not suitable 
for real-time monitoring.  In 2012, W. Kang and et al 
proposed RDDS [6] which is a real-time data acquisition 
over a pub-sub model by integrating a control-theoretic 
feedback controller at the publishers and a queueing-
theoretic predictor at the subscribers.  With the 
modification and the aid of the broker, RDDS accomplish 
pub-sub flow control. However, the subscriber will keep the 
state data per sensor nodes, which result in scalability issue 
in large scale network.  

 The goal of this paper is to present that a QoS 
level and period time to publish a message to broker should 
be adaptively adjusted. The publisher will compute round 
trip time (RTT) between the publisher and broker, then 
exponential smoothing is used to predict next RTT. If a 
next RTT increase, it’s shown that the network congestion 
occurs and bandwidth is insufficient, hence the period time 
to publish should be increased.  Moreover, after increase a 
publish time, next RTT remains increase, thus QoS level is 
decreased in order to reduce network traffic.  

The outline of this paper will be arranged as 
follows. In section II, the overviews of MQTT protocol and 
QoS level are discussed where the proposed algorithm and 
simulation results are given in section III. Finally the 
conclusion is presented in section IV. 
 

2.  MQTT overviews  

MQTT is a lightweight messaging application 
protocol designed to be open, simple, lightweight and easy 
to implement.  It is based on the pub-sub architecture. 
MQTT devices do not connect directly with each other, but 
via a broker. When a client publishes a message M with a 
specific topic T to the broker, next, the broker receives a 
publishing, it forwards the message to the subscriber which 
subscribed to the topic T. then all subscriber will receive 
the message M. The design of a MQTT system is shown in 
Fig. 1.  

�
Figure 1. MQTT communication [7] 

 
The reliability of messages in MQTT is taken by 

three Quality of Service (QoS) levels.  In the QoS level 0, 
the sender only guarantees a message to be sent at most 
once. It guarantees a best effort delivery, no acknowledged 
by the receiver or stored and redelivered by the sender. 
Thus, the message can be lost while being delivered to the 
corresponding receiver.  This is often called "fire and 
forget". The QoS level 1, it is guaranteed that a message 
will be delivered at least once to the receiver. A published 
message is stored in the publisher internal buffer until it 
receives the acknowledgment packet (PUBACK). When the 
acknowledgement is received, the message is discarded 
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from the buffer, and the delivery is complete. However, if 
the acknowledgment is lost, the message can be 
retransmitted multiple times.  

 

 
Figure 2. MQTT QoS levels 

 
In the QoS level 2, the protocol guarantees that a 

published message will be delivered "exactly once". Neither 
loss nor duplication of messages are acceptable. A four-way 
handshake mechanism is used by exchanging control 
messages (PUBREC, PUBREL, and PUBCOMP). The 
problem associated with this level is the increased overhead, 
since the transmission of one message involves the 
interchange of four messages.  This level is the safest and 
also the slowest quality of service level. 
 

3.  Proposed Scheme   

 In order to provide the accurate and reliable data in 
some IoT application, it prefers to use QoS level 2, hence, 
there is a  trade off with a network traffic.  The proposed 
algorithm depicts on Algorithm 1, The publisher will 
compute round trip time (RTT) between the publisher and 
broker (line 2-6), then exponential smoothing is used to 
predict next RTT (line 7). If a predict next RTT increase, it 
indicates that the network congestion occurs and bandwidth 
is insufficient, hence the period time to publish should be 
increased(line 8). Next, if a publish time increase, then a 
predicted next RTT still increases, thus QoS levels is 
decreased (line 12-18) in order to reduce network traffic.   
   

Algorithm1 : Proposed algorithm on publisher 

1:  period � Initial , QoS � 2, old_RTT� 0 
2:  pub_time � get_timestamp()  
3:  publish(message)  
4:  wait_PUBCOMP()  
5:  ack_time � get_timestamp()  
6:  RTT � ack_time - pub_time  
7:  Predict_RTT � smooting_exponential(RTT, old_RTT) 
8:  if Predict_RTT > RTT then   
            period � period � 2  
9:  else   
            period � period / 2  
10:  end if 
11:  old_RTT � RTT 
 
12:  pub_time � get_timestamp()  
13:  publish(message)  

14:  wait_PUBCOMP()  
15:  ack_time � get_timestamp()  
16:  RTT1 � ack_time - pub_time  
17:  Predict_RTT1 � smooting_exponential(RTT1, RTT) 
18:  if Predict_RTT1  >  RTT1 then   
            QoS =2 � QoS =1  
            wait_PUBCOMP()� wait_PUBACK() 
19:  else   
            Qos = 2  
20:  end if 
21:  RTT � RTT1 
 
 

4. Experimental Work 

4.1 Experimental set up  

In this section, the experiment was set up to verify 
the relation between the network traffic and a packet loss in 
any QoS level. Next, we implement an algorithm 
to verify the proposed scheme. We installed Raspbian and 
Moquitto on Raspberry Pi 2 Model B which has a 
specification as a 900MHz quad-core ARM Cortex-A7 
CPU, 1GB RAM and Ethernet port. As shown in Fig. 3, the 
experimental test-bed is composed of four Raspberry Pi that 
are connected using a hub with 10Mbps speed. The first one 
act for a publisher, the next represent to a subscriber and 
MQTT broker and the last one stand for background traffic 
generator.  

 
Figure 3. Experimental test-bed 

 
4.2 Experimental result and analysis 

 In the experiment, we start examining the effect of 
traffic from no background traffic to 25%, 50% and 75% 
bacgroud traffic of available bandwidth, then the effect 
began to appear as display in Fig 4. In Fig 4, the end to end 
delay without background traffic are illustrated with the 
difference QoS level.  From this figure, we can see that the 
high level of QoS has more delay than the lower level. For 
the real time application such as voice over IP, the standard 
values are displayed on Fig 5. [8]  The acceptable of end to 
end delay is less than 100 ms.  

Next, end to end delay, jitter and packet loss with 
and without  a background traffic is illustrated in Table1-3, 
and Fig 6.  and Fig 7., consequently. 
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Figure 4. Delay without background traffic 
 

 
Figure 5. A QoS matric for VoIP [8] 

 

QoS 
level 

Average end to end delay (ms)  
No 

background 
traffic 

Background 
traffic 25% 

Background 
traffic 50% 

Background 
traffic 75% 

QoS0 8.933025 10.924081 11.21839396 19.70615905 
QoS1 11.448357 125.1881596 192.09104 263.611665 
QoS2 15.465627 243.6281809 - - 

 
Table 1. Average end to end delay 

 

QoS 
level 

Jitter (ms)  
No 

background 
traffic 

Background 
traffic 25% 

Background 
traffic 50% 

Background 
traffic 75% 

QoS0 0.0358 31.44795 92.34556993 135.8020646 
QoS1 0.0387 1820.373202 2049.110944 5436.319233 
QoS2 0.0515 2923.538348 - - 

 

Table 2. Jitter 
 

QoS 
level 

Packet loss (%)  
No background 

traffic 
Background 
traffic 25% 

Background 
traffic 50% 

Background 
traffic 75% 

QoS0 0 0 0 0 
QoS1 0 8.42 24.30 35.33 
QoS2 0 0 100 100 

 

Table 3. Packet loss 
 
From the results in table 1-3., they indicate that when the 
background traffic increase, it is the most affect to the QoS 
in end to end delay, jitter and packet loss. Due to the ACK 
packet loss between the publisher and subscriber, while in 
the case of Qos level 0 which doesn’t have ACK packet, the 
payload directly sends to the subscriber, background traffic 
affect a small  delay but no packet loss.  

 
Figure 6. Average end to end delay at a difference QoS level 

 

 
 

Figure 7. Packet loss at a difference QoS level 
 

Next, round trip time is used to calculate before 
publishing a payload to a subscriber, as shown in algorithm 
1. The result of this algorithm is displayed in Fig 8. and Fig 
9. In the Fig 8.,  is the end to end delay of QoS 2 when the 
background traffic about 25% without apply a proposed 
algorithm, but in the Fig 9., is the end to end delay when 
apply the proposed algorithm.  

From the experimental result, we found that if 
background traffic enlarge, it results to increase round trip 
time, then QoS level change to the lower level and effect to 
reduce end to end delay and reduce a packet loss. With this 
algorthm, the end to end daly down from  200ms to 8 ms 
and packet loss down from 10% to 0%.  
 

  

Figure 8. End to end delay on QoS level 2., in normal state. 
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Figure 9. End to end delay when apply an algorithm. 

 
 The future work , we will study real time protocol 
such as DDS protocol and compare the performance to each 
others. Moreover, we will apply to use an adaptation the 
Qos level  over MQTT protocol over a personal area 
network such as Zigbee or Bluetooth. 
 

5.  Conclusion  

In this paper, we proposed that the QoS level and 
period time to publish a message to broker should be 
adaptively adjusted, based on a current network traffic 
which obtained by the round trip time (RTT). This 
proposed algorithm no need to modify the broker and a 
subscriber won’t keep the state of the publisher. Only the 
publisher will adapt a period to publish a message and QoS 
level to reduce network traffic, hence it eases to implement 
in a real-time IoT application with the accurate and 
reliable data.  
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