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Abstract—In this paper, we present a new technique to identify
the main inter-cell uplink interferers at each base station of a
cellular network simultaneously. In the proposed scheme, for the
duration of the interferer identification process, the scheduling
of all users to uplink transmission resources is determined by
a central controller. The scheduling is carefully chosen so that
each cell can determine the contribution of each interferer from
measurements of total received interference power by inversion
of the interferer scheduling matrix. The advantages of the
proposed scheme are as follows. Firstly, it can be adapted to
any physical layer and take advantage of a central controller (a
widely expected 5G feature). Secondly, it can be operated in both
time-division duplex (TDD) and frequency-division duplex (FDD)
modes and scales well with the network density. Finally, all the
complexity is placed on the base station side, thus reducing the
pressure on the user terminal’s hardware. The effectiveness of the
method is demonstrated mathematically and its performances are
investigated by means of Monte-Carlo simulations. Results show
that the proposed technique performs as well as the conventional
method based on quantized reports of downlink measurements
used in LTE-Advanced.

I. INTRODUCTION

The launch of new wireless applications (e.g traffic control,
remote driving, industrial robots, free-viewpoint camera, smart
grid, ”Internet-of-Things”, etc) in the near future is conditioned
by the ability of the underlying networks to handle the cor-
responding increase in traffic. Given the expected growth in
the coming years of the existing fleet of wirelessly connected
devices in both size and diversity, the current LTE-Advanced
(4G) networks will be unable to meet the spatial capacity
(i.e bit/s/m2) requirements set by these new applications [1].
A direct solution to this spatial capacity issue is to increase
spatial reuse through the deployment of dense networks of
inter-connected small cells [2], [3]. Nevertheless, inter-cell
interference mitigation techniques which scale well with the
cell density are necessary in order to exploit the benefits of
densification. In this paper, we focus on the case of uplink
inter-cell interference. Most works related to uplink inter-
cell interference focus on techniques, such as interference
alignment and power control, to be applied once interferers
are already identified and ranked by interference strength [4]–
[6]. However, up to our knowledge, there is a lack of research
on techniques targeting the identification and ranking of users
from neighbor cells by level of mean interference power.
The two main existing techniques are as follows. 1) The
first consists in designing Sounding Reference Signals (SRS)
orthogonal between cells and then operating a joint multi-cell
SRS scheduling (as suggested in [7]). However, the number of

orthogonal sequences is limited, therefore the technique does
not scale with the cell density. 2) The second technique con-
sists in exploiting measurement reports of downlink Reference
Signal Received Power (RSRP), as in [8]. This is the only
approach currently implemented in LTE-Advanced. However,
this method employs quantized measurement reports and is
limited by the user terminal processing capabilities1. Finally,
the technique does not fit well the case of Frequency-Division
Duplex, where uplink and downlink may have significantly
different propagation characteristics.

In this paper, we present a new technique to identify the
main sources of inter-cell uplink interference at each base
station of the network simultaneously. The advantages of the
proposed scheme are as follows. Firstly, it takes into account
advanced multi-cell coordination via a central controller (a
widely expected 5G feature) and can be adapted to any type
of physical layer. Secondly, it can be operated in both time-
division duplex (TDD) and frequency-division duplex (FDD)
modes and scales satisfyingly with the network size and the
network density. Finally, all the complexity is placed on the
base station side, thus reducing the pressure on the hardware
of the user terminal. The remainder of this paper is organized as
follows. In section II, the main concepts and the system model
used for the analysis are introduced. In section III, the proposed
scheme is presented in details and its feasibility is demonstrated
mathematically for a particular physical layer implementation.
In section IV, by means of Monte-Carlo simulations, we
evaluate the performance of the proposed scheme in terms of
the percentage of identified interference power with respect to
the total received interference power. Finally, in section V a
conclusion summarizes the paper.

II. BASIC IDEA & SYSTEM REQUIREMENTS

A. Deployment & transceiver assumptions

We consider an arbitrarily large two-dimensional homoge-
neous wireless network with a spatial density of base station
λBS and a spatial density of user λU . All cells each have one
base station are assumed to share the same frequency band
and to be connected to a same central controller. The proposed
scheme can be implemented in both TDD and FDD. Without
loss of generality, all users and all base stations are assumed to
be equipped with a single omnidirectional antenna. Although
the technique can be easily adapted to any FFT/IFFT-based

1User terminals detect the signals from multiple base stations using Succes-
sive Interference Cancellation (SIC), the performance thereof is fundamentally
limited by the noise figure of the receiver. [9]
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multi-carrier scheme, we assume the uplink physical layer to
implement OFDM (e.g OFDMA or SC-FDMA). The set of
time samples corresponding to the output of an IFFT operation
plus its Cyclic Prefix (CP) are denoted as an OFDM symbol.
Users are assumed to be moving but slowly enough so that
the following two conditions are true. 1) The coherence time
Tcoh of the channel spans multiple OFDM symbols. 2) The
path-loss on each link appears constant over a duration TPL
much longer than the duration Tobs of the observation window
during which the interferer identification process takes place.

B. Scheduling matrix: definition & properties

Considering the plane P of time-frequency transmission
resources available to the system, a logical scheduling resource
(LSR) is defined as a collection of non-empty regions of P . In
the remainder of the paper, we will only consider the case
of orthogonal LSRs (i.e non overlapping). Given a set M
of M = |M| LSRs2 and a set U of U = |U| users, a
scheduler is a mapping from U to M. The scheduler can be
completely described by a binary matrix S of size M × U
such that (S)m,u = 1 (resp. (S)m,u = 0) if the u-th user
is active (resp. inactive) on the m-th LSR. We define such a
matrix S as a scheduling matrix. In the remainder of this paper,
scheduling matrices will be denoted as SM,U . If M ≥ U (i.e,
the matrix is ’slim’) and the columns of SM,U are linearly
independent, then given two vectors x, y, the linear system
y = SM,Ux associated with SM,U admits a unique solution
xLS in the least-square sense (or has an exact unique solution
xE if M = U ). Considering a given cell c0, we define the
Neighbor Cell Cluster (NCC) of c0 as the set of its L closest
neighbor cells denoted by Cc0 = {c1, c2, ..., cL}, where L is
chosen so that the users connected to these L cells, denoted by
the set Ic0 , are responsible for most of the interference received
at cell c0 (e.g. > 95%). We assume in the remainder that the
same size L is used for all cells. In the next subsections, we
show how, given a set of LSRs M, the knowledge of SM,Ic0

at c0 allows it to determine the individual average interference
power contribution of each user in Ic0 .

C. Scheduling matrix inversion & interferer identification

It is clear that the fading-averaged received power in a given
LSR is a function of the combination of the users transmitting
on it. Consider a collection of non over-lapping sets of M
LSRs each denoted as MP

1 = {M1,M2, ...,MP } spanning
the whole observation window. Then, let us assume that a given
cell c0 can decode its own users scheduled on each LSR of
MP
1 and that Ic0 is scheduled such that SM1,Ic0

= SM2,Ic0
=

... = SMP ,Ic0
= SMP

1
,Ic0

. In the remainder of this paper,

we call the matrix SMP

1
,Ic0

of size M × |Ic0 | the Interferer

Scheduling Matrix (ISM) of cell c0. Figure 1 illustrates the
relation between the ISM and the scheduling of each cell’s
own users. The rows of an ISM are called received interferer
combinations (RIC) and its columns are scheduling vectors
(SV). After decoding and subtraction of its own users on all
scheduled LSRs within the observation window, cell c0 can
determine the vector P̂Rx which contains an estimate of the
mean received interference power corresponding to each RIC.
Then, if the ISM is ’slim’ and full-rank, cell c0 can estimate the

2The notation |.| represents the cardinal operator when applied to a discrete
set and the absolute value operator when applied to a scalar.

vector P̂Ic0
, which contains the individual interference power

contribution of each user in Ic0 , by solving the linear system

P̂Rx = SMP

1
,Ic0

PIc0
. This enables cell c0 to better select

targets for its interference mitigation techniques. It should
be noted that ISMs can be made full-rank as long as some
LSRs are left unused by some cells. Simulations show that
the average fraction of unused LSRs can easily be set as
low as 5 ∼ 10%. In summary, for Tobs seconds, the system
employs a particular non-channel dependent scheduler (non-
CDS) enabling the use of the proposed interferer identification
technique. The acquired knowledge may be used for TPL−Tobs
seconds for targeted interference management (TIM). If the
Signal-to-Noise-plus-Interference Ratio (SINR) gain from TIM
is large enough, it compensates the lower throughput imposed
during the observation window, leading to a net throughput
gain in average.

Fig. 1. shows a scheduling allocation enabling the use of the proposed
technique at all cells simultaneously. For clarity, each cell has only two
connected users and only cell 0’s interfering links are illustrated with arrows.

D. Scheduling matrix allocation

Since we consider a network of arbitrarily large size, it is
not possible for the central controller to attribute a different
SV to each connected user. Indeed, since the ISM of each
cell must be ’slim’, this would require an arbitrarily large
number of LSRs to be devoted to the interferer identification
process. In order to minimize the number of LSRs required,
linearly independent SVs must be spatially reused as much
as possible. Solving this problem can be done using a graph
coloring approach as follows. 1) Construct the graph formed
by selecting the base stations as vertices and creating an edge
between each base station and its L nearest neighbor base
stations. 2) Find a coloring of this graph and denote the set of
colors used as X . Then, 3) for each color x ∈ X , determine
Wx = min

(
U,maxc∈Cx

(Uc)
)

where Cx is the set of cells

attributed with the color x and U is the maximum number of
distinct users a cell is allowed to schedule during the interferer
identification process. 4) Attribute a same set Sx of Wx SVs
to each cell in Cx, so that the union of these sets denoted
S =

⋃
x∈X Sx forms a family of W =

∑
x∈X Wx linearly

independent vectors. This implies that the matrix formed by
this family of SVs is of size M ×W with

M ≥ W =
∑

x∈X

min

(
U,max

c∈Cx

(Uc)

)
(1)
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For example, in figure 1, |X | = 3 colors are used and each
cell is given U = 2 SVs.

III. MATHEMATICAL ANALYSIS: THE CASE OF

DISTRIBUTED SUBCARRIER MAPPING

A. Physical mapping of Logical Scheduling Resources

The mathematical analysis focuses on the case of a dis-
tributed mapping of the subcarriers reserved to each uplink
user. In a distributed subcarrier mapping, the subcarriers of
each user are spread over the whole system bandwidth at
fixed interval, thus creating a comb-like pattern which provides
the best averaging of fast fading in the frequency domain.
Simultaneous multiple access is enabled through the use of
multiple non-overlapping combs of subcarriers. In more details,
in each cell of the network, connected users are separated in
G scheduling groups (SG). All users in the system placed
in the same SG use the same exact comb of subcarriers,
independently of the cell in which they are located. The combs
associated to different SGs are separated by a frequency-shift of
one subcarrier, as illustrated in figure 2. To improve averaging
of fading at the receiver, the spacing ∆f between two adjacent
active subcarriers of a given comb should be chosen such
that ∆f ≥ max (ρfBcoh, Gδf), where δf is the subcarrier
bandwidth, Bcoh is the coherence bandwidth of the system
and ρf > 1 is an arbitrary constant. The number of active
subcarriers is the same for all combs and is denoted as K .
Therefore, the total number of subcarriers used in the system
is GK . A LSR is mapped to all the subcarriers associated
with the user’s scheduling group over N consecutive OFDM
symbols and thus contains NK modulation symbols. The
G SGs are considered to form G distinct uplink multiple
access channels due to the orthogonality of their underlying
scheduling resources. The scheduling matrix allocation process
described in the previous section should be done separately
for each SG and the parameter U is defined per SG. In the
remainder of this section, stated results are considered to apply
to any of the G SGs and thus the index g is dropped.

B. Measurement averaging & channel model

One sample of received interference power for a given RIC
is obtained from exactly one LSR. Therefore, the duration
required to obtain such a sample is NTOFDM . The sampling
period Tsamp for a given RIC is set at a minimum of ρtTcoh
(where ρt > 1 is an arbitrary constant) to ensure independent
fading between different samples (see figure 2). The M RICs
are time-multiplexed so that P samples are obtained for each
of them within the total observation window. Given M RICs,
the time between two samples of a same RIC is given by
Tsamp ≥ max (Tcoh,MNTOFDM ). Therefore, the maximum

number of samples P per RIC is
⌊

Tobs

max(Tcoh,MNTOFDM )

⌋
.

The influence of the environment on the propagation of
transmitted signals is assumed to be captured by a power
law path-loss function and a normalized complex block-fading
model accounting for fast variations in the amplitude and phase
of the received signal. The path-loss function is defined as
the bijection r → r−α, where α is the path-loss exponent
and r is the inter-node distance. Regarding fading, the time-
frequency plane is divided into blocks each spanning Tcoh
seconds and Bcoh Hertz. In each block, fast fading is modeled
by a single frequency-domain complex circularly-symmetric

Gaussian random variable h with zero mean and unit variance
(i.e h ∼ CN (0, 1)). At the receiver, the noise in each
frequency-domain received symbol is modeled by a complex
circularly-symmetric Gaussian random variable with zero mean
and variance σ2w.

Fig. 2. shows the structure of the physical layer considered in section III for
the case of G = 4 SGs. For clarity, only the resources for a single RIC are
illustrated.

C. Average interference power estimation: receiver processing

Let us denote as U the set of all the |U| = U users located
in a given SG. Let MP

1 be the collection of P sets of M LSRs
each corresponding to the region of the time-frequency plane
devoted to the interferer identification process. Let SMP

1
,U

denote the scheduling matrix of size M × U mapping U to
MP
1 . Let the user connected to cell c0 be given the index

u = 0, the users in Ic0 be given the indexes {1, 2, ..., |Ic0 |}
and the other users be given the indexes u > |Ic0 |. Let
Pu = PTxr

−α
c0,u

where rc0,u is the distance between the u-
th user and cell c0 and PTx is the terminal’s transmit power,
which is assumed the same for all users. Let z̃m,p (n, k) be
the frequency-domain complex symbol at a given base station
c0 on the k-th subcarrier during the n-th OFDM symbol
of the LSR used to produce the p-th sample of the m-th
RIC after the decode-and-subtract process of cell c0 own
user’s signal. Let the term hm,p,u (k) be the corresponding
complex channel gain, dm,p,u (n, k) be a constant-amplitude
complex data symbol and wm,p (n, k) be the complex noise
term. To model the imperfect decoding and subtraction of
c0’s own user’s signal, we model the residue from this step
as a complex circularly-symmetric Gaussian random variable

distributed as ǫm,p (n, k) ∼ CN

(
0, ξP0

(
SMP

1
,U

)

m,0

)
where

ξ ∈ [0; 1] [10]. In average, each cell’s own users benefit from
positive decibel-scale SINRs. In such case, proper channel
coding and rate adaptation can enable error-free detection.
Then, the only source of error left in the decode-and-subtract
process is the channel estimation (CE) error. Therefore, we
have ξ = MSEeq where MSEeq is the mean-square error
(MSE) of the CE process. We assume that ǫm,p (n, k) is
independent from the thermal noise and express their sum
as w̃m,p (n, k) = ǫm,p (n, k) + wm,p (n, k) It follows that
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z̃m,p (n, k) can then be written as

z̃m,p (n, k) = w̃m,p (n, k)+
∑

u∈Ic0

√
Pu

(
SMP

1
,Ic0

)
m,u

hm,p,u (k) dm,p,u (n, k)

+
∑

u>|Ic0 |

√
Pu

(
SMP

1
,U

)
m,u

hm,p,u (k) dm,p,u (n, k) (2)

Taking the squared magnitude of all the symbols z̃m,p (n, k)
and then averaging over the K subcarriers and over the
N OFDM symbols, we obtain the p-th time sample of
total interference power for the m-th RIC, which we de-

note P̃Rx,m,p = 1
NK

∑
n,k |z̃m,p (n, k)|

2
. After collecting P

samples for each of the M RICs, the time-averaged to-

tal interference power per RIC is calculated as P̃Rx,m =
1
P

∑P
p=1 P̃Rx,m,p (m = 1, 2, ...,M ). Let us denote P̃Rx =[

P̃Rx,1, P̃Rx,2, ..., P̃Rx,M

]T
, PIc0

=
[
P1, P2, ..., P|Ic0 |

]T
and

PIc0

=
[
ξP0, P1+|Ic0 |, P2+|Ic0 |, ..., PU

]T
. One can reason-

ably assume that the channel coefficients hm,p,u (k), the data
symbols dm,p,u (n, k) and noise samples w̃m,p,u (n, k) are all
independent from one another across all indexes n, k,m, p, u.
Then, assuming ergodicity of these processes, as the number
of averaged symbols grows large the cross-correlation terms
fade away and we thus obtain

P̃Rx → SMP

1
,Ic0

PIc0
+ SMP

1
,{0,Ic0}PIc0

+ σ2wI
︸ ︷︷ ︸

Y

(3)

where I is the identity matrix and Y denotes the undesirable
term. In practice, selecting proper ∆f and Tsamp enables
to approach this ideal case sufficiently to obtain exploitable
results. The term Y can actually be estimated given knowledge
of the cells’s positions, of the propagation characteristics of the
environment and of the employed hardware. In this paper, we

assume that Ŷ the estimate of Y only accounts for the receiver

noise power. It follows that an estimate P̂Ic0
of PIc0

can then
be obtained by the least-square method as

P̂Ic0
=
(
STMP

1
,Ic0

SMP

1
,Ic0

)−1
STMP

1
,Ic0

(
P̃Rx − Ŷ

)
(4)

where ST and S−1 denote the transpose and inverse of a matrix
S, respectively.

IV. SIMULATION-BASED PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
technique by means of Monte-Carlo computer simulations.
The maximum number of simultaneous targets of interference
mitigation techniques is typically very limited [11]. Therefore,
it is paramount for a cell c0 able to cancel a maximum of
Amax interferers to identify the top-Amax users from Ic0
with highest average interference power. For a given cell c0,
let P{c0} be the total average interference power at c0 from

all users active during the interference identification process
but not connected to c0. Also let Ac0 ⊂ Ic0 be the set of
min (Amax, |Ic0 |) users which have been identified by cell c0
and let PAc0

be the total average interference power at c0 from
these identified users. The interference from the users in Ac0 is
deemed actionable (i.e, can be acted on), since some techniques
can target its sources to reduce it. The Ratio of Actionable

TABLE I. FIXED SIMULATION PARAMETERS

Parameter Symbol Value

path-loss exponent α 3.5

user density λUE 700 node/km2

base station density λBS 20 node/km2

bandwidth B 10 MHz

carrier frequency fc 2 GHz

user speed v 3 km/h

mean rms delay τrms 0.25µs

max. num. of scheduled users U 20 user/cell/SG

num. of SGs G 6

size of NCC L 10 cells

Interference (denoted γRAI ) of cell c0 is thus defined as

γRAI =
PAc0

P
{c0}

. The parameter γRAI is used as a performance

metric in order to compare the proposed technique to three
reference cases. 1) The first one, called ’ideal’ case, is such
that each cell c0 knows perfectly the order of users in Ic0 sorted
by decreasing average interference power and thus can always
select correctly the top-Amax strongest interferers as targets
for interference mitigation techniques. 2) The second case,
called ’RSRP’ case, corresponds to the conventional technique
currently implemented in LTE-Advanced networks. 3) In the
third case used for comparison, called the ’static information’
case, cells do not perform any interferer identification and only
rely on static information about the distance between base
stations.

The RSRP-based method used for comparison is defined
as follows. All UEs connected to a cell are assumed to
report perfect estimates, quantized with Q bits, of the path-
loss between them and their LRSRP closest neighbor cells
(including their serving cell). These reports are processed by a
central controller to identify and rank the uplink interferers of
each cell. The infinite homogeneous network is approximated
by a square of sufficient size (i.e, determined as in [12]). The
performance of the cell closest to the center of the square
are recorded. Physical layer and deployment parameters are
chosen as close as possible to the 3GPP specification for
LTE-Advanced dense small cell scenarios [13] (i.e. each LSR
lasts 1 ms and N = 14). The modulation used for data
symbols is QPSK and we set P = 13. Numerical values for
other fixed parameters are summarized in table I. The 50%

coherence time and coherence bandwidth are Tcoh =
√

9c2

16πf2
c
v

and Bcoh = 1
5τrms

, respectively, where v is the user’s speed
and τrms is the average root-mean-square (rms) delay of the
system [14]. To ensure the fading coefficients at all the received
symbols are sufficiently uncorrelated, we set ρt = 2 and
ρf = 2. The resulting observation window spans Tobs = 300
ms.

In figure 3, γRAI performances of the different schemes
are compared, given Q = 7 bits4. The parameter ξ is assumed
to be equal to the MSE of the CE process. The mapping of
SINR to CE MSE given in [15] is used to obtain realistic

3The distributed subcarrier mapping used here already provides sufficient
averaging of fading so that higher values of P only provide negligible
performance gain in the given setup. Note that other LSR mappings may
require P > 1 to obtain sufficient averaging of fading.

4For comparison, in LTE-Advanced, the reported RSRP can take one of 98
values from −140 dBm to −44 dBm, which also requires 7 bits.
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Fig. 3. γRAI at a cell c0 as a function of Amax = |Ac0 | for various cases.
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Fig. 4. γRAI at a cell c0 as a function of Amax = |Ac0 | for various values
of L.

values of ξ5. We observe that although the RSRP scheme
performs better than the proposed scheme for LRSRP > 2,
both of them achieve performances close to the ideal case.
The proposed scheme performance is affected by the imperfect
decode-and-subtract process and by interference from users
outside of the NCC. In figure 4, we observe that most of the
performance is already achieved for L = 3, which indicates
we may reduce Tobs to some extent while preserving a given
γRAI . Nonetheless, as the RSRP case employs CDS at all
time, it is still likely to outperform the proposed scheme in
terms of average net throughput gain. While this latter may
represent an important metric for smartphone-dominated 4G
networks, a 5G network composed in a large part of low-rate,
constant-traffic, machine-type devices will put more emphasis
on hardware complexity and power consumption. In such case,
the proposed technique represents an attractive alternative to
the RSRP case.

V. CONCLUSION

In this paper, we presented a new technique for the iden-
tification of uplink inter-cell interference sources in a cellular
system. The proposed scheme exploits a central controller to
control the scheduling of each cell in a given set of time-
frequency resources. The scheduling is carefully chosen so that
each cell can determine the contribution of each interferer from
measurements of total received interference power by inversion
of the interferer scheduling matrix. The feasibility of the
technique is demonstrated mathematically for a conventional
frequency-division multiplexing physical layer implementation.
The advantages of the proposed scheme are as follows. Firstly,
it can be adapted to various physical layers. Secondly, it can be

5Although [15] focuses on LTE-Advanced downlink, CRS-based CE has
a behavior close to that of uplink CE in the case of distributed subcarrier
mapping and its performance is thus used as reference.

operated in both time-division duplex (TDD) and frequency-
division duplex (FDD) modes and scales satisfyingly with
the network size and the network density. Finally, all the
complexity is placed on the base station side, thus reducing the
pressure on the user terminal hardware. Performance results
confirmed by computer simulations show that the proposed
technique performs as well as the conventional method based
on quantized report of Downlink measurements. In a future
work, we will investigate the proposed technique in terms of
practical performance metrics relevant to 5G networks and
identify the most likely use cases.
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