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Abstract: This work proposes an embedded implementation
model of 2-D Non-separable Oversampled Lapped Transform
(NSOLT) for video processing. NSOLT satisfies the over-
lapping, symmetric, paraunitary, real-valued and compact-
supported property. From these characteristics, NSOLT has
successfully been applied to image restoration. Recent devel-
opment of embedded vision technologies allows us to realize
high performance image processing. Thus, the authors have
proposed an embedded implementation model of NSOLT as
a previous work. The existing model, however, cannot effi-
ciently process successive frames of a video. This paper pro-
poses a modified architecture effective for video processing
and verifies the significance in terms of the processing speed

and hardware resource usage through the synthesis reports.
Keywords—Embedded implementation, Non-separable oversampled
lapped transform, HW/SW co-implementation, Image processing

1. Introduction

Currently, embedded vision techniques are significantly
growing in many applications, such as video surveillance,
robots, vehicles, medical instruments and enterprise servers;
because embedded techniques allow us to save space, cost
and energy. Image transforms have a crucial role in vision
techniques because they are effective to represent images and
videos and to restore contaminated ones. The applications
include compression as well as denoing, inpainting and de-
blurring [1-3]. For instance, the discrete cosine transform
(DCT) and the discrete wavelet transform (DWT) are well-
known image transforms and adopted in various image coding
standards, such as JPEG and JPEG2000 [4,5]. However, DCT
and DWT are not suitable for representing diagonal textures
and edges due to its separability. From this background, we
have proposed NSOLT [6]. Compared with DCT and DWT,
NSOLT can represent diagonal structures efficiently, because
NSOLT is advantageous in term of sparse representation of
images thanks of its non-separability and redundancy. As a
result, NSOLT is effective for solving image restoration prob-
lems such as inpainting, denoising and deblurring [7].

As a previous work, we have already proposed an embed-
ded implementation model of NSOLT. However, the previous
model is applicable only to still images [8]. In this article,
we propose to extend the existing model for video sequences.
The proposed model improves the throughput by introducing
pipeline processing. In order to verify the significance, the ef-
fectiveness of the proposed model is examined and compared
with that of sequencial one in terms of throughput.
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2. Review of NSOLT and Previous Model

This section briefly reviews NSOLT and the existing embed-
ded implementation model.

2.1 Lattice Structures of NSOLT

NSOLTs are constructed by lattice structures which struc-
turally guarantee the symmetric, real-valued and compact-
supported property. In addition, NSOLT can be directional
and Parseval tight-frame [6]. NSOLTSs are categorized into
two types:

o Type-l:ps = pa,

o Type-IL: ps # pa,
where p, and p, denote the numbers of symmetric and anti-
symmetric atomic images, respectively. This work deals only
with the Type-I NSOLT.

When the number of channels P is even, it is possible to
set ps = p, = P/2 and we can construct a Type-I NSOLT.
Fig. 1 shows an example of Type-I lattice structure of analysis
NSOLT. N, and N, in Fig. 1 are the polyphase orders of
vertical and horizontal direction, respectively. Wy, Uy and
U;{Ld} are parameter matrices. These matrices determine the
characteristics of the transform. Matrix M and | det M| =
M = M, x M, denote the downsampling factor and ratio,
respectively. Eg is an initial matrix, which is defined by the
matrix representation of 2-D DCT.

2.2 Feedback Architecture with Transpostion Process

An embedded NSOLT can be modeled as hard-
ware/software(HW/SW) co-implementation. This im-
plementation method exploits the following two advantages:
parallel processing of HW and flexibility of SW. Fig. 2
shows the embedded implementation architecture of NSOLT
with a transposition buffer which we have proposed as a
previous work [8]. Fig. 2 shows only the forward transform
architecture. The inverse transform can be realized by the
reverse direction of the forward transform. Module A and
Module B denote the module to calculate DCT, W, U and
the module to calculate the order extension process in the
polyphase domain, respectively. The dotted arrows in Fig.
2 are control signals from a control unit, which works to
select the mode between the vertical and horizontal direction
in the order extension process. The shaded and plain blocks
indicate the hardware and software processes, respectively.
In general, non-separable transforms are not able to be sep-
arately processed in the vertical and horizontal direction. The
process of NSOLT, however, can be separated since NSOLT is
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Figure 1. Example of Type-I lattice structure of forward NSOLT, where M denotes the downsampling factor, | det M| = M =

My x My =2x2and P =ps+p, =4+ 4.
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Figure 2. Feedback architecture of NSOLT with a transposition process, where Module A calculates 2-D DCT, W and Uy,
and Module B calculates the polyphase domain order extension process. Only the forward transform is illustrated.

factorized into the two directions in the polyphase domain [8].
In addtion, the lattice structure of NSOLT can process each
subblock obtained by dividing the whole image. The hard-
ware resources required for NSOLT is possible to be reduced
by this characteristic [9, 10].

However, the previous model is designed for still images,
not for videos, and the model does not take account of the
data transfer between HW and SW.

3. Embedded Implementation Model
for Video Processing

In this section, we propose to improve the previous embedded
implementation model for video processing.

3.1 Analysis-Synthesis Model for Video Processing

In the previous work, the implementation model does not
take the processing of successive video frames into account.
Thus, in this work, we propose a novel embedded implemen-
tation model of NSOLT for video processing. We suggest to
apply pipeline processing to the model. Fig. 3 shows the
proposed model of the forward and inverse NSOLT. We de-
signed the model in order to improve the throughput. The
proposed model has a simple streaming architecture, where a
plain model of the analysis-synthesis system is considered in
order to concentrate on the evaluation of the processing speed.
The process of Forward Module A and Inverse Module A are
reverse to each other. Forward Module B and Inverse Mod-
ule B are also in a similar relationship. The shaded and plain
blocks indicate the hardware and software, respectively. The
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solid and dashed arrow indicate the data path and control sig-
nal.

The proposed model has three stages. A transposition
buffer is placed between successive stages. In the followings,
we summarize the role of each stage:

Stage A executes Forward Module A and Vertical For-
ward Module B for analysis process. The processed data
is stored in a transposition buffer until the completion of
all processing for one frame.

Stage B is composed of Horizontal Forward Module B for
analysis process and Horizontal Inverse Module B for
synthesis process. Horizontal Forward Module B takes
the data output from the transposition buffer. Horizon-
tal Inverse Module B takes the output from the analysis
unit. In this plain model, we place no buffer between
the analysis and synthesis two unit, and the data flows
between the units without any storage. As well as Stage
A, the output data from Stage B can also be stored in
another transposition buffer until the completion of all
processing for one frame.

Stage C executes Vertical Inverse Module B for synthesis
process followed by Inverse Module A for the data out-
put from the transposition buffer.

Because these three stages are composed of HW, they can
run independently. Accordingly, each stage is able to work
concurrently. The proposed model implements pipeline pro-
cess by using this architecture, which is effective especially
for video processing, where successive frames are processed
continuously.
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Figure 3. The proposed model of NSOLT, which consists of
three stages.

3.2 Reduction of Data Transfer Frequency

We propose a method to reduce the data transfer frequency
in order to improve the processing speed of each stage. In
general, data transfer time between HW and SW is longer
than processing time. Thus, we improve the data transfer fre-
quency from the previous model. The previous model trans-
fers the data between HW and SW in block-by-block. In con-
trast, the proposed model transfers all of data at once. The
block division process of the proposed model is executed by
HW after data transfer. Accordingly, the proposed model has
less transfer frequency than the previous one. Consequently,
we accelerate the processing speed of the proposed model.

3.3 Latency of Proposed Model

Fig. 4 shows the timing chart of the proposed model, where
Ly is the latency of Module A (the forward and inverse mod-
ule have the same length), L, is the latency of Module B (the
analysis and synthesis module have the same length), L is the
latency of NSOLT to process all the three stages, and L’ is
the total time to complete the processes for multiple frames.
Thus, each latency of Stage A and C is Ly + L1, the latency
of Stage B is 2L;. Accordingly, the critical path, denoted by
C [s/frame], of the proposed model results in

C= max(Lo + L, 2L1)
We define the throughput, denoted by T'[fps], by

T=C"
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Figure 4. Timing chart of the proposed pipeline model, where
L, denotes latency and C'is critical path. For simplicity,
Ly + Ly and 2L, are drawn with the same length. C
varies depending on Ly and L.
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4. Performance Evaluation

This section evaluates the processing speed and HW resource
requirement of the proposed model.

4.1 Evaluation Method

We implement the proposed model to verify the improvement
of the throughput. The model is designed for Xilinx’s All Pro-
grammable SoC in a HW/SW co-implementation manner by
Xilinx SDSoC, where it runs with Linux [11]. The data type
of the model is set to the single precision floating point. We
used the parameters shown in Tabs. 1, 2 and 3. The through-
put of the real-time processing is confirmed as follows:

T=n'xf,

where n. denotes the number of cycles per frame and f is the
operating frequency on a target device. We verify the number
of resource usage from the log file reported by the design tool.

4.2 Evaluation Results

Figs. 5 and 6 summarize the evaluation results. From the
graphs, it is observed that the throughputs are increased pro-
gressively as the input image size becomes larger. In addition,
all throughputs of the pipeline model are faster than those of
sequencial one. According to Fig. 6, it is clear that the num-
ber of HW resources changes dependly on the input size.

4.3 Discussions

In general, as image size incenses, the usage rate of the re-
sources also grows progressively. However, Fig. 6 shows that
a 16 x 16-pixel image needs more resources than the 32 x 32-
pixel one. Our conjecture is that the proposed model becomes
inefficient for small images and this inefficiency has increased
the resource usage.

5. Conclusions

In this article, we proposed an embedded implementation
model of NSOLT for video processing. The proposed model
was designed to improve the throughput with pipelining.
Through evaluation of the proposed model, we verified the



Table 1. Parameters of the logic synthesis

Design tool SDSoC 2015.4

Target device XC7Z020-1CLG484(Zyng-7000)

Operating frequency of HW 142.86[MHz]

Operating frequency of SW 142.86[MHz]

Embedded OS PetalLinux v2015.2.1 (Yocto 1.8)
Data Type Single Precision Floating Point
Table 2. Parameters of NSOLT
Polyphase order N=N,=N, =2

Number of channels
Decimation rate

P=ps+p,=4+4=218
M=M,x M, =4

Table 3. Parameters of input data

Image format || GrayScale
Bit depth 8bit
Image size 64 x 64
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Figure 5. Results of thoughput.

improvement of the throughput and efficiency of the HW re-
source usage.

In future, we will further improve the processing speed and
HW resource usage. We will consider implementing NSOLT
in the cluster configuration and fixed-point. Furthermore, we
will work on the implementation of the image processing ap-
plications, and the tree structure model.
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