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Abstract: This paper presents a novel exemplar-based in-
painting method using context-aware approach. Exemplar-
based methods use texture synthesis techniques and are
known to work well when textures are regular or repeatable.
One of the conventional methods uses the positional rela-
tions between the most similar patches in patch unit, but it
cannot achieve the best performance. By applying context-
aware approach to it, we propose an high-quality and efficient
exemplar-based inpainting method. Performance of the pro-
posed method is evaluated through computer simulation.

1. Introduction
Image inpainting, also known as image completion, is an im-
age processing technique that recovers missing or damaged
parts in an image [1]. With recent developments of digital
image manipulation, it has become an active research subject
of image processing. Applications of image inpainting have
many purposes such as old film restoration, art conservation,
and digital restoration. Inpainting methods are classified into
two main categories: diffusion-based methods and exemplar-
based methods.

The diffusion-based methods fill in the missing region by
propagating image content from the boundary to the interior
of the missing region via based on partial differential equa-
tions [1], [2] or variational methods [3]. These methods yield
good results when inpainting thin missing region, but these
methods tend to give blurred images when inpainting large
missing region.

The exemplar-based methods fill in the missing region by
copying the best matching texture patches from neighborhood
in the known region. In the early 2000s, Bornardet al.[4],
Drori et al.[5], and Criminisiet al.[6] proposed independently
three exemplar-based inpainting approaches that lay the foun-
dation of important notions of the exemplar-based inpainting
approaches. These methods use texture synthesis techniques
[7] and are known to work well when textures are regular
or repeatable. The first attempt to use exemplar-based tech-
niques for object removal has been reported in [8]. Com-
pared to diffusion-based methods, exemplar-based methods
typically produce better results, especially when missing re-
gion is larger.

The method in [9] can be regarded as combined the version
of their previous methods [10], [11] and the state-of-the-art
exemplar-based methods, and improved each key points of
the algorithm. This method uses structure tensors [12] to be
robust data term for a better selection of pixel candidates to fill
in the missing region, and then insuring a global coherence in
the reconstruction. It uses the positional relations between the
most similar patches in patch unit, but cannot achieve good
performance.

In this paper, we propose an efficient and high-quality

exemplar-based method with context-aware approach [13].
Context-aware approach divides input image into each struc-
ture blocks. It enables to search efficiently for optimal patches
by restricting search region. Moreover, it improves the accu-
racy because this method search only similar structure block
for optimal patches.

The rest of this paper is organized as follows. Section 2
introduces conventional method. Section 3 first introduces
the Context-aware approach, and then apply it to conventional
method. After showing some simulation results in Section 4,
we will make concluding remarks in Section 5.

2. Preliminaries
This section briefly prepares the notations and definitions. An
image to be inpainted is considered as a functionI : S →
R3 whereS defines the image domain. LetΩ denote the
missing region of the image, andΦ denote the known part of
the image, whereΩ ∪ Φ = S. In the following, a patchΨp

centered on the pixelp is considered as a functionΨp : Np →
R3 whereNp ∈ S is the square support ofΨp. Ψp̂ denotes a
patch that matchesΨp according to a given metricd:

Ψp̂ =

{
Ψq| argmin

q|Nq∩Φ

d(Ψp,Ψq)

}
(1)

The distanced to compare the visual similarity of two patches
is the SSD (Sum of Square Difference):

d(Ψp,Ψq) =
∑

v∈Np∩Φ

||Ψp(v)−Ψq(v + p− q)| |2 (2)

It is widely used essentially for computational efficiency pur-
pose to compare the visual similarity. If the contexts of
patchesΨp(v) andΨq are similar,d(Ψp,Ψq) becomes lower.

3. Conventional Method
The conventional method [9] uses offset statistics of the posi-
tional relations between the most similar patches to estimate
optimal patches for copying to missing region [14]. TheM
prevailing offsets can be extracted for each patches in known
region, and they are candidates for copying to missing re-
gion. Then, optimal patches are determined by computing
SSD (Sum of Square Difference) between missing patches
and candidate patches. Candidate patches are found by off-
sets statistics and window search.

This method uses fast and smart window search algorithm.
The search window has two types. The first type is the win-
dow surrounding the target patch which is commonly used by
window search. The other type is the window which has al-
ready been used by reconstructing missing region nearby tar-
get patch. The search area then consists in several search win-
dows, each centered at the location of the center of the nearby
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(a) conventional method [9] (b) ideal

Figure 1. offset statistics

used patch. It can efficiently search for optimal patches by
using nearby history informations.

Filling order is determined by computing a priority term
consisting of confidence term and data term. Confidence term
means a measure of reliable information in the neighborhood
of target patch. Data term means the local image structure
around the missing region, and it uses structure tensors to be
robust.

When patches are fully copied, the block effect artefacts
are often produced. It is caused by the copy and paste of
patches chunks that do not match perfectly on their common
boundaries even with a smart selection scheme. This method
blends the pasted patches using tensor model that is very care-
ful about local image structures and textures.

In this method, the most similar patches are found to com-
pute offsets statistics on the whole image that is divided into
patches, but it can only compute positional relations in patch
unit (as seen is Fig. 1(a)). It has low computational complex-
ity but accuracy of searching the most similar patch is also
low. When positional relations are computed on the whole
image in a pixel unit (as seen is Fig. 1(b)), the accuracy of
searching the most similar patch becomes higher but it takes
a long computational time.

4. Proposed Method
In this section, we propose a method of applying the
exemplar-based method to the context-aware approach [13].
Context-aware approach divides input image into each struc-
ture blocks (as seen is Fig. 2), then the positional relations
can be computed in the similar structure blocks. Since search
area for the most similar patch is restricted, computational
complexity is reduced. Moreover, most patches are similar
with target patch in these blocks. It can search the most sim-
ilar patches from only reliable patches. It causes computing
offsets statistics correctly and efficiently, then it means im-
proving the accuracy and reducing the computational time.

The proposed procedure can be briefly summarized as the
following steps.

1. Apply Gabor filters to the input image and apply K-
means clustering to the magnitudes of complex re-
sponses. Then, each pixelp is assigned to one of theK
textons [15], andT (p) will denote this pixel-to-texton
mapping.

2. Evaluate the block’s homogeneity under increasing a
block size and changing a increasing direction horizon-

Figure 2. Structure block division

tal and vertical alternately. If the block’s homogeneity
is higher than threshold, the image is divided into two
blocks.

3. Compute the offset statistics of the positional relations
between the most similar patches by searching similar
structure blocks in a pixel unit.

4. Determine the filling order by computing a priority term
consisting of confidence term and data term.

5. Estimate optimal patches and copy to missing region
until missing region is filled completely. Then, opti-
mal patches are estimated from candidate patches. If the
missing region still exists, return to 4.

6. Blend the pasted patches to reduce the block effect arte-
facts caused by the copy and paste of patches chunks that
do not match perfectly on their common boundaries.

Steps 1 to 3 are the difference between proposed method
and conventional method [9]. Steps 1, 2 are newly added to
the conventional method, and Step 3 modifies the changed
searching interval from patch unit to pixel unit.

To compute the block homogeneity, contextual descriptors
as some characterization of spatial content and textures within
blocks are used. The contextual descriptorc

(ℓ)
n of the ℓ-th

blockBℓ becomes

c(ℓ)n =
1

|Bℓ ∩ Φ|
∑

p∈Bℓ∩Φ

ξ[T (p) = n], (3)

where|·| denotes the cardinality of the set andξ returns one
if its argument is true and zero otherwise.T (p) takes one of
theK possible values, forK textons, i.e.,T (p) = n, n =
1, ...,K. Then, the block homogeneityH(ℓ,m) betweenℓ-th
block andm-th block can be written as

H(ℓ,m) =
1

2

K∑
n=1

(
c
(ℓ)
n − c

(m)
n

)2

(
c
(ℓ)
n + c

(m)
n

) . (4)

The value ofH(ℓ,m) becomes larger, if the contexts of blocks
Bℓ andBm are not similar.

5. Simulation
In this section, we evaluate the proposed method by com-

parison with conventional methods. The patch size of our
simulation is changed for each image.
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(a) Input image (bungee) (b) Ref. [9]

(c) Ref. [13] (d) Proposed

Figure 3. Comparisons of the original and inpainted results
for the imagebungee

5.1 Comparison with conventional methods

Figure 3 shows the comparison of our inpainting result with
the conventional methods, and Fig. 4 shows the enlarged im-
ages of Fig. 3(a) and (b). Image size ofbungeeis 206× 308.
The patch size of our simulation is the same size as Ref. [9]
(17 × 17). In comparison with Fig. 3(b), our result is recov-
ered more naturally (especially the roof and the region over
the building). On the other hand, Fig. 3(c) looks better than
our result, but Ref. [13] needs to iterate at most 10 times, and
it takes twice the computational time at each iteration. Figure
5 shows the comparison of two other images. Image size of
yard is 440×330, andcowis 600×400. The patch size of our
simulations are17× 17 (yard) and21× 21 (cow). As shown
in Fig. 5, our proposed method exhibits visually equivalent or
better than conventional method.

5.2 Comparison of the inpainted results with different
patch size

Optimal values of parameters are needed to tune for each im-
age. If optimal parameters is not be able to set, the inpainting
result may degrade than the best results. Figure 6 shows the
comparison different patch size results forbungeeandyard.
As shown in Fig. 5,bungeeis the best result with17 × 17

(a) Ref. [9]

(b) Proposed

Figure 4. Enlarged results (Fig. 3(a), (b))

(a) Input image (yard) (d) Input image (cow)

(b) Ref. [9] (e) Ref. [9]

(c) Proposed (f) Proposed

Figure 5. Comparisons of the original and inpainted results
for the imagesyardandcow

patch size, andyard is the best result with21× 21 patch size.
Therefore, the optimal patch size is changed at each image.
Optimal patch size depends on the size, resolution, and the
content of the image. We will consider the way to determi-
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(a)17× 17 (b) 19× 19 (c) 21× 21

(d) 17× 17 (e)19× 19 (f) 21× 21

Figure 6. Comparison of the inpainted images with different
patch size

nate the optimal patch size using those factors as one of future
studies.

6. Concluding Remarks

This paper presents a novel exemplar-based inpainting
method with context-aware approach. It can find the most
similar patches efficiently and correctly. We confirmed
through computer simulation results that the proposed method
worked superior than the conventional methods, and the opti-
mal patch size was different depending on the characteristics
of the original images.
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