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SUMMARY A hybrid wired/wireless software-defined networking
(SDN) switch is a networking device that can switch wired and wireless
frames (e.g., Ethernet and IEEE 802.11) with SDN capability. This paper
presents an implementation of such an SDN switch using an SDN controller
(i.e., POX), Open vSwitch (OVS), a Wi-Fi interface (with IEEE 802.11n
standard, and a 1 Gbps Ethernet one. The switch can operate when the
Wi-Fi interface is in a client or access point (AP) mode. The switch can
smoothly integrate the AP mode’s interface. With the client mode, we de-
velop an SDN module on the SDN controller to solve the addresses MAC
address mismatch to effectively managed wireless communication. To val-
idate the hybrid SDN switch, we build the switch with an IEEE 802.11n
interface (in the client and access point modes) utilizing the 2.4 GHz band
and a 1 Gbps Ethernet one. We then experiment with switching packets be-
tween a wired and a Wi-Fi network to show the switching capability when
the Wi-Fi link is in the client and AP modes. In the evaluation with the
client mode, the TCP and UDP throughput are approximately 98.60 Mbps
and 106.41 Mbps, respectively. With the Wi-Fi interface in the AP mode,
we compare the switch performance with a hotspot created by the Ubuntu
Network Manager. The results show that the throughput and round-trip time
(RTT) values are comparable, indicating the SDN will not cause significant
overhead.
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1. Introduction

With the increase of mobile devices and applications, there
is a growing demand for high-quality and flexible commu-
nication networks that can accommodate wired and wireless
technologies [1], [2]. Wired communications offer low la-
tency and high reliability but often require cables or lack mo-
bility support [3]. In contrast, wireless networks excel in ad-
dressing these challenges. However, managing both types of
networks separately can lead to complexity and inefficiency.
To address the issue, a hybrid SDN switch that leverages
SDN capabilities represents a promising solution. A hybrid
wired/wireless SDN switch is a networking device that in-
tegrates both wired and wireless packet switching capabil-
ities into a single switch. These switches can also employ
SDN technology’s programmability and centralized control
[4] (e.g., with the assistance of the OpenFlow protocol).

Regarding the wireless network, this research focuses
on the popular Wi-Fi/IEEE 802.11 technology. Normally,
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a Wi-Fi link of the hybrid switch can operate in two main
modes: client mode and AP mode. In the former mode, in-
tegrating a Wi-Fi interface to an SDN switch raises the issue
of covering Ethernet ports by a Wi-Fi client. That is because
the Wi-Fi client’s MAC address may overwrite that of the
Ethernet port (i.e., the default settings of SDN switch), as
highlighted in the previous research [5]. To solve the prob-
lem, we propose leveraging SDN to modify the packet head-
ers. In the latter mode of Wi-Fi interface, the hybrid switch
operates similarly to a Wi-Fi AP, providing connectivity and
packet forwarding for Wi-Fi clients.

In this work, we implemented and evaluated a hybrid
SDN switch with SDN controller, an Ethernet and a Wi-Fi
interface (i.e., operating in the client and the AP modes). The
Wi-Fi interface uses IEEE 802.11n, operating at the 2.4 GHz
band, and the Ethernet interface has a capability of 1 Gbps.
To show the switching capability, we measured TCP and
UDP throughput in a simple scenario (i.e., switching from
a wired to a wireless network). The results illustrate that the
hybrid SDN switch achieved approximately 98.60 Mbps for
TCP and around 106.41 Mbps for UDP. Moreover, we com-
pared the hybrid SDN switch when the Wi-Fi interface is in
the AP mode with a hotspot created by the Ubuntu Network
Manager. The results show comparable throughput and RTT
values, indicating the insignificant overhead of SDN.

The remainder of this paper is as follows. Section 2
includes related works. Section 3 and Section 4 present our
methodology to construct the hybrid switch and evaluation
results, respectively. Finally, Section 5 concludes the paper.

2. Related Work

SDN allows the network to be centrally managed, which
makes it cost-effective, flexible, and efficient for resource
management [6], [7]. In SDN, an SDN switch or a data plane
is an essential component. The SDN switches have been ex-
tensively studied and widely deployed. In [8], the authors
focused on the performance of SDN switches, like the secu-
rity when facing attacks from the network. In [9], [10], SDN
switches are used to provide guaranteed QoS and QoE, re-
spectively. They used SDN switches in combination with
micropayment. However, in the previous works, the typical
SDN switch is based on wired switches that do not accom-
modate wireless networks.

There are efforts to extend SDN to wireless networks.
Compared with wired networks, wireless networks allow
users to connect to the network and access resources with-
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Fig. 1: Illustrating an SDN hybrid switch with Wi-Fi link in
client and AP modes

out using physical cables. In [11], the author built the SDN-
based APs to compare the POX and floodlight controller per-
formance by measuring convergence time, packet loss rate,
bandwidth, and network jitter. In [12], the author has im-
plemented SDN using OpenFlow for wireless scenarios by
incorporating the mobility functions and WiFi interfaces in
the UAV-assisted networks. These two research were con-
ducted based on the emulator, mininet-wifi, since they did
not have the SDN switches that support wireless scenarios.
The hybrid wired/wireless SDN switch has also attracted at-
tention SDN will benefit both networks. In [13], the authors
proposed an SDN-based wired/wireless hybrid network ar-
chitecture of cloud data centers that realizes centralized man-
agement and flexible scheduling. The main disadvantage
is that it only contains theoretical analysis without actual
implementation. We will provide a method for a hybrid
wired/wireless SDN switch.

3. Methodology

Implementing a hybrid switch involves utilizing various
components, including an SDN controller, OVS, a Wi-Fi in-
terface, and an Ethernet adapter. The hybrid switch in a
simple scenario is depicted in Fig. 1. 𝑒𝑡ℎ0 and 𝑒𝑡ℎ1 are
Ethernet ports, 𝑤𝑙𝑎𝑛0 and 𝑤𝑙𝑎𝑛1 are Wi-Fi interfaces, and
𝑏𝑟0 is the internal port connected with the SDN controller.
The core of the hybrid switch is the OVS, which is integrated
with the wired port (𝑒𝑡ℎ1) (Ethernet port) and the Wi-Fi in-
terface (𝑤𝑙𝑎𝑛0) using Wi-Fi technology connected with the
SDN controller. In the simple scenario, we establish a wire-
less connection between the host and the hybrid switch while
another host is connected to the hybrid switch via a wired
connection. We define the WE-Path as the path that traffic
goes from the wireless side to the Ethernet side and the EW-
Path as the traffic goes reverse way. To establish the Ethernet
link, we added the Ethernet port to the switch, connecting it
to another device with cables. Additionally, we integrated
the Wi-Fi interface into the switch. The Wi-Fi link after can

be in the client or AP mode.

3.1 𝑊𝑙𝑎𝑛0 in the client mode

To let 𝑤𝑙𝑎𝑛0 communicate with an AP (i.e., 𝑤𝑙𝑎𝑛1 is in
the AP mode), we use the wpa_supplicant tool. We created
a configuration file, including information including SSID
and password. After running, the tool establishes a Wi-Fi
link from 𝑤𝑙𝑎𝑛0 to WH1, which uses the hotspot (running
on 𝑤𝑙𝑎𝑛1) created by a network manager, supporting proto-
cols such as Wi-Fi Protected Access (WPA) or Wi-Fi Pro-
tected Access 2 (WPA2). However, After creating the client
mode, we encountered an issue related to physical connec-
tivity. The wireless link did not communicate appropriately
because the switch could not handle the physical and link
layer tasks for the wireless connection [5]. When we added
the Wi-Fi interface to become a port of the switch, the port’s
MAC address became the wireless link’s. We call this a mis-
match between MAC addresses, making it impossible for the
Wi-Fi interface to communicate with the Open vSwitch. To
solve the problem, referring to the algorithm in our previous
paper [14], we modify the packet header in the SDN con-
troller and then send the packets to the corresponding port
of the hybrid switch to enable communication between dif-
ferent devices.

3.2 𝑊𝑙𝑎𝑛0 in the AP mode

To use the AP mode on 𝑤𝑙𝑎𝑛0 in the hybrid switch, there
are two ways: using additional software (i.e., hostapd) or
the hotspot created by the Ubuntu Network Manager. o use
hostapd, the configuration file containing the information of
interface, SSID, password, Wi-Fi channel, Wi-Fi standard,
and so on, is necessary. Wpa_command is also necessary
to create the wireless link, but the configuration file and the
commands should be used in the client, similar to the proce-
dure in the client mode. Both client and AP modes can be
applied in implementing a hybrid switch. In addition, both
modes are necessary to connect more hybrid switches.

4. Evaluation

4.1 Experimental setup

The evaluation setup is as the one illustrated in Fig. 1. In
the figure, the central component of the hybrid switch is an
OVS, which is locally connected to the SDN controller. Ad-
ditionally, it connects to a wireless host (WH1), a host (H1)
through Wi-Fi and Ethernet interface.The Wi-Fi interfaces
we used for the interface (𝑤𝑙𝑎𝑛1) in WH1 and that (𝑤𝑙𝑎𝑛0)
in the hybrid switch are TP-Link Archer T9UH and TP-Link
Archer T3U, respectively. The Wi-Fi connection is IEEE
802.11n with the 2.4 GHz frequency band’s channel one. In
the client mode, AP is set to WH1 with the SSID to be ’chen’.
The hosts (H1 and WH1) with different links can commu-
nicate after establishing the topology and solving the MAC
address mismatch problem. In the AP mode, WH1 becomes
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Table 1: Software and Tools
Name version

Network Manager 1.36.6
Open vSwitch 2.17.5

wpa_supplicant 2.10-devel
hostapd 2.10-devel

Ubuntu system 22.04.2
iperf3 3.9

sockperf 3.10-0
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Fig. 2: Switching capacity in different Wi-Fi modes for dif-
ferent paths

the client, and 𝑤𝑙𝑎𝑛0 works in the AP mode. The version of
software and tools we used in the evaluation are in Table 1.

4.2 Switching capability

This experiment aims to evaluate the switching capability of
the hybrid switch with TCP and UDP traffic when the Wi-
Fi interface is in the client and AP modes. More specifi-
cally, we sent traffic from WH1 to H1 (WE-Path) and from
H1 to WH1 (EW-Path), with 𝑤𝑙𝑎𝑛0 being in the client or
AP mode. First, we ran iperf3 to measure the throughput
of TCP and UDP to show the switching capability. In the
client mode, the iperf3 client started from the WH1 (WE-
link scenario) and communicated to the iperf3 server on H1
in 10 seconds, and we repeated this experiment 10 times.
We recorded the results of every experiment and calculated
the average values, minimum and maximum. Subsequently,
we experimented with 𝑤𝑙𝑎𝑛0 becoming the AP mode under
the WE-Path and EW-Path scenarios. We then compared the
throughput results in different modes and for different paths.

The evaluation results in Fig. 2 show the switching ca-
pability of our hybrid switch. The results indicate that the
average switching capability in these two modes is approxi-
mately 98.60 Mbps and 106.41 Mbps in terms of throughput
with TCP and UDP, respectively. Additionally, in the client
mode, the throughput for the WE-Path is greater than that of
the EW-Path, whereas, in the AP mode, the trend is reversed.
This observation is sensible as the download link typically
exhibits higher throughput than the upload link. Moreover,
UDP throughput is more significant than TCP throughput
due to that UDP is a connectionless protocol and lacks con-
gestion control and retransmission mechanisms, resulting in
higher throughput.

4.3 Performance comparison with the hotspot

We evaluated the performance of our hybrid switch with
𝑤𝑙𝑎𝑛0 being the AP (master) mode and compared the perfor-
mance with the hotspot using the Ubuntu Network Manager.
We used iperf3 to measure the TCP and UDP throughput in
this scenario. In an experiment, iperf3 ran in 10 seconds.
Moreover, each experiment is repeated 10 times. We also
used sockperf, a network benchmarking tool used to mea-
sure and analyze the performance of TCP and UDP traffic
(such as RTT) to measure the RTT values. We also exper-
imented with one run in 10 seconds and repeated each ten
times.

The TCP and UDP throughput of iperf3 experiments are
shown in Fig. 3a. Considering the throughput results, we ob-
served that for WE-link, the hotspot mode has slightly higher
TCP throughput (3.68 Mbps for WE-Path and 2.86 Mbps for
EW-Path) and UDP throughput(4.65 Mbps for WE-Path and
3.6 Mbps for the EW-Path) than that of the hybrid switch
when the Wi-Fi interface is in AP mode. The results also
show that the throughput of the EW-Path is more significant
than that of the WE-Path, and the UDP throughput is higher
than the TCP throughput. Next, we examined the RTT re-
sults for TCP and UDP using sockperf, shown in Fig. 3b.
The existence of the extra Ethernet link caused RTT to in-
crease, ranging from 0.16 ms to 0.43 ms in different situa-
tions. This is also reasonable since the Ethernet link may
cause extra paths, increasing the RTT. By comparing these
results, we can conclude that the switch can switch packets
between the wireless network and the Ethernet without sig-
nificantly degrading the network’s throughput or introducing
substantial delays. As a result, the SDN will not cause sig-
nificant overhead.

5. Conclusions

In this paper, we implemented the hybrid wired/wireless
SDN switch, capable of switching packets between wired
and wireless networks with SDN capability. We have re-
alized the implementation with OVS, Wi-Fi interface (with
IEEE 802.11n standard), 1 Gbps Ethernet interface, and
SDN controller. The switch can operate when the Wi-Fi in-
terface is in a client or access point (AP) mode. The switch
can smoothly integrate the AP mode’s interface. To show the
switching capability, we evaluated and compared the TCP
and UDP throughput in client and AP modes. The experi-
ments revealed that the hybrid switch exhibited a switching
capability of approximately 98.60 Mbps for TCP throughput
and around 106.41 Mbps for UDP throughput. Then, we also
compared the performance in the AP mode with a hotspot
created by the Ubuntu Network Manager. By comparing the
performance of the AP mode with that of the hotspot, we can
conclude that the hybrid switch effectively forwards packets
between wireless and Ethernet networks without experienc-
ing significant degradation in throughput or delays. As a
result, the SDN will not cause significant overhead. In fu-
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Fig. 3: Performance comparison (AP: the switch with Wi-Fi’s AP mode; hotspot: hotspot of Ubuntu Network Manager)

ture work, we plan to add more Wi-Fi interfaces and Ether-
net ports into this switch to test its switching capability in
larger-scale networks.
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