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Abstract: Detection of a human falling event has attracted in-
creasing attention in a visual surveillance system. This paper
presents a novel falling event detection algorithm using mo-
tion estimation and an integrated spatiotemporal energy map
of the object region. The proposed method first extracts a hu-
man region using a background subtraction method. Next, we
applied an optical flow algorithm to estimate motion vectors,
and the energy map is generated by accumulating the detected
human region for a certain period of time. We can then detect
the falling event using the k-nearest neighbor (kNN) classifi-
cation with the previously estimated motion information and
energy map.

1. Introduction
Automatic detection of an abnormal event is an important
function in an intelligent visual surveillance system. Among
various human abnormal behaviors, a falling event is particu-
larly important since it causes a serious injury or death. Many
falling event detection methods have been proposed in the lit-
erature. Anderson et al. proposed a hidden Markov model-
based falling event detection algorithm [1]. However, Ander-
son’s algorithm could not detect the falling event when the
falling direction is parallel to the camera’s optical axis. To
overcome this problem, Yu et al. proposed a multiple camera-
based falling event detection method that represents a human
object as a set of three-dimensional (3D) voxels [2]. However,
Yu’s method cannot distinguish a normal lying object from an
abnormal falling object since it does not consider spatiotem-
poral features.

In order to solve the above-mentioned problems, the pro-
posed method relies incorporated motion information of the
object-of-interest to generate the energy map by accumulat-
ing the motion compensated foreground object region for a
certain period of time. The proposed algorithm consists of
four sequential steps: i) extraction of the foreground object
region using a background subtraction method, ii) motion es-
timation of the object region using an optical flow method, iii)
generation of the energy map by accumulating the motion-
compensated foreground object region, and iv) detection of
the fall event using the k-nearest neighbor (kNN) classifica-
tion.

2. Foreground Object Region Detection
In order to detect the object region, we use the background
subtraction method after adaptively generating the back-
ground image. If the brightness difference between the previ-
ous and current frames is greater than a pre-specified thresh-
old, the background image is updated as

f tB(x, y) = (1− β)It(x, y) + βf t−1
B (x, y). (1)

where f tB(x, y) and f t−1
B (x, y) respectively represent the

background image at time t and t − 1, and β is the mixing
ratio in the range [0, 1]. The object region in the t− th frame
can be detected by using subtraction between the obtained
background and input images as

fo(x, y) =

{
1,

∑
c∈{R,G,B} |f cB(x, y)− f c(x, y)|

0, otherwise

}
, (2)

where fo(x, y) represents the binary image of the t−th frame
and has the value 1 only in the object region. A morphology
filtering is then performed to reduce the noise amplification.

3. Motion Estimation
When a human falling down, the direction of motion vectors
in the object region have the downward direction. So, we esti-
mate the motion vector using combined local-global approach
with total variation (CLG-TV) [3], where the motion vector is
determined by minimizing the following energy function

ECLG−TV =

∫
Ω

[λ(
∑
P

wr(u, v)2) + |Ou|+ |Ov|]. (3)

where u and v respectively represent displacements in the x-
axis and y-axis directions, and P is the image patch. r(u, v)
is the residual between the previous and the current frames
that is defined as

r(u, v) = (f t − f t−1 + f txu+ f tyv). (4)

Figure 1 shows the result of optical flow estimation using the
CLG-TV method when the human falls in the direction paral-
lel to the camera’s optical axis.

Figure 1. Result of optical flow estimation: (a) input frame
and (b) estimated motion vectors

The estimated motion vectors are quantized into one of 9
different directions as shown in Figure 2, and then we com-
pute histograms of nine directions.

4. Integrated Spatio-temporal Energy Map
When a human is walking toward the camera, a false detec-
tion of the falling event may occur. To solve this problem, we
additionally use an energy map of the human region. The de-
tected human region using the background subtraction is rep-
resented by a bounding box. The detected human regions for a
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Figure 2. Quantization of motion vectors
period of time are aligned to the centroids of the x-coordinate
of a set of bounding boxes and bottom of the bounding boxes.
The energy map of the human region is generated by accu-
mulating the foreground human regions. Next, we generate
the histogram of the horizontal axis of the generated energy
map. Figure 3 shows results of the aligned the human region
in each frame.

Figure 3. Aligning the object region; (a) input frame and (b)
aligned object region to the center of bounding box

Figure 4 shows the energy map by accumulating for a cer-
tain period of time. Figure 4(a) shows the energy map of a
walking human, and Figure 4(b) shows that of a falling hu-
man.

5. Classification
The histogram of quantized motion vectors and the energy
map are used as a feature to detect the falling event. When an
object falls down, θ1, θ2, θ3, θ4 of the entire motion histogram
becomes larger, and the corresponding energy map is shown
in Figure 4(b). On the other hand, when a human is normally
walking or running, the corresponding energy map is shown
in Figure 4(a). In this work, we use the kNN classifier to de-
termine boundaries in the feature containing the falling and
normal actions. To generate clusters, we take a video contain-
ing a human falling down in the direction of angle 45 degrees
from the camera’s optical axis and training with kNN.

6. Experimental Results
The experiments were performed in a 8 m x 7 m x 3 m room,
and a surveillance camera is located at 2.5 m from the ground.
We assume that there are two actions: falling down and nor-
mal moving. Figure 5 shows the experiment results.

Figure 4. Energy maps of different behavior: (a) a normally
walking human and (b) a falling human.

Figure 5. Detection of a falling event: (a) walking, (b) falling
in the right angle of the optical axis, and (c) falling par-
allel to the optical axis.

Figure 5(a) shows a normal moving, Figures 5(b) and (c)
respectively show the human falling down in the right an-
gle and parallel to the camera’s optical axis. The proposed
method can successfully detect the falling event in the any
directions.

7. Conclusion
In this paper, we presented a novel human falling detection
algorithm using motion vectors and the energy map. The
proposed method estimates motion vectors when a human is
moving, and generates the energy map by accumulating the
foreground human region for certain number of frames. Ex-
perimental results show that the proposed method can suc-
cessfully detects the falling event in any direction. This
method can be used in an intelligent surveillance system.
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