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1. Introduction

Adaptive Bitrate (ABR) streaming is one of the hopeful tech-
nologies for providing better service quality to users under
various network conditions of the Internet. The combina-
tion of the ABR streaming and Information-Centric Net-
working (ICN) [1] is a promising solution to reduce traffic
amount while keeping high Quality of Experience (QoE)
by in-network caching and multicast [2],[3]. Studies on
ABR streaming of Video on Demand (VoD) contents have
been well-investigated thus far, and their effectiveness has
been proven owing to lots of efforts by various ICN research
communities. However, an application of ICN to ABR live
streaming is still an open issue.

One of the important features of live streaming is syn-
chronization of streaming users. Timing of the users’ content
request would highly synchronize, and ICN would be good
fit for this situation because ICN natively supports multi-
cast and in-network caching at the network protocol level.
However, multiple streaming users geographically located at
different locations have heterogeneous communication qual-
ities. This might bring some negative influences on transport
functions also known as an out-of-synch problem studied in
[4]. When a user has better communications quality, she/he
can quickly start to fetch the video segment compared to the
other users which have poor communications quality.

In this paper, to confirm our assumption, we newly
developed a live streaming framework using a real ICN soft-
ware, Cefore[5] compliant with CCNx1.0 protocol and con-
ducted an experimental evaluation of ABR live streaming
over ICN. Experimental results showed that ICN’s functions
such as multicast and in-network caching positively and neg-
atively affect users’ QoE depending on the users’ context
caused by the communication heterogeneities.

2. Experiment

To investigate basic performance, we conducted an experi-
mental evaluation through our newly-developed ICN-based
live streaming framework. For implementing ICN routers,
we used Cefore[5], an open-source ICN software platform.
We used a simple dumbbell topology in which two con-
sumers download video segments from the one producer
through the single bottleneck link with 10 [Mbps] capacity
and 120 [ms] RTT. The ABR logic installed in the consumers
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Fig.1 Downloaded bitrate characteritics.

is a throughput-based rate adaptation logic. For the trans-
port mechanism, both consumers conduct an AIMD-based
window control. To simulate the heterogeneities of the con-
sumers, we introduced communications delay as the time
lag parameter ¢ to the consumer 2. We evaluated two cases
where + = 0 and r = 0.4 [s]. Although we had investi-
gated several parameters for communications delay, due to
the space limitations, we just picked up these two cases.
Figure 1 shows throughput characteristics of each con-
sumer. In the completely synchronized scenario, i.e. t = 0,
ICN multicast works well, and both consumers can success-
fully retrieve the highest bitrate (SMbps), owing to its high
download throughput performance. When the time lag is
0.4 [s], the late consumer 2 quickly downloads most of seg-
ments from in-network cache. This problem is also known
as cache oscillation [3], and consumer 2’s throughput sub-
stantially increases. Thus, bitrate selection is significantly
separated as shown in the segment #7, due to unexpected
throughput fluctuations caused by in-network caches.

3. Conclusion

In this paper, we focused on the applicability of ICN to the
ABR live streaming. Experimental results showed that ICN
multicast and in-network caching positively and negatively
affect users’ QoE depending on the users’ situations. In
future work, we plan to develop more intelligent in-network
computing mechanisms for mitigating negative influences
caused by users’ heterogeneities.
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