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SUMMARY Intelligent Transport Systems Visible Light Communica-
tion (ITS-VLC) is attracting significant attention as a solution to solve
various problems that vehicles have, or for the installation of new systems
in the vehicles. In ITS-VLC, the acquisition of the VLC transmitter via
light-emitting diodes (LEDs) in the onboard camera’s captured image is the
first and essential step when receiving the VLC signal. Most of the previous
research on the acquisition of the LEDs assumes that the vehicles approach
the LEDs source from the front of the vehicle. However, there are many
situations in which vehicles cross the LEDs. In this study, we considered
a case in which the vehicle’s receiver crosses the LED transmitter. We
modified the acquisition algorithm based on the spatial-temporal gradient
utilized in our model in which the transmitter and the receiver cross each
other. We found that we can acquire the transmitter by correcting the differ-
ence of the transmitter’s position in the captured image. When validating
the specific signal, we achieved 100% acquisition success rate.
key words: Intelligent transport systems, Light-emitting diode transmitter,
Visible light communication, high-speed camera, LED array acquisition

1. Introduction

Intelligent Transport Systems Visible Light Communication
(ITS-VLC) is attracting attention for the solution to solve var-
ious problems that the vehicles have, or for the installation
of new systems in the vehicles [1–2]. VLC is a communi-
cation method that uses light-emitting diodes (LED) for the
transmitter and the photodiode or the image sensor camera
for the receiver. The LED traffic lights and the headlights
or taillights of vehicles transmit various helpful information.
Moreover, all the data transmitted via the LED light sources
will be simultaneously captured by the onboard camera.

In ITS-VLC, the acquisition of VLC transmitter (LEDs)
in the onboard camera’s captured image is the first and essen-
tial step when receiving the VLC signal. After the acquisi-
tion of LEDs, the signal was demodulated from the captured
images and the output data was obtained.

Most of the previous research on the acquisition of the
LEDs assumes that the vehicles approach the LEDs source
from the front of the vehicle [3–5]. In the previous study
[4], Usui et al. developed the LED acquisition based on
the spatial-temporal gradient of the LED luminance values.
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They showed that the algorithm achieved a 100% success rate
to acquire the transmitter. Additionally, they succeeded in vi-
sualizing the effectiveness of using the spatial-temporal gra-
dient of the LED luminance values by the spatial-temporal
cross section image of the LED array transmitter. However,
there are many situations in which vehicles cross the LEDs.
Such examples include: when vehicles cross pedestrian sig-
nals at intersections, pass under traffic lights, overtake an-
other vehicle, and/or pass an oncoming vehicle.

In this study, we considered a case inwhich the vehicle’s
receiver crosses the LED transmitter. For the obtained im-
ages, we modified the algorithm of [4] to acquire the LEDs,
and examined the performance. As we considered the case
where the vehicle’s receiver crosses the LED source, the
transmitter’s position and background in the captured im-
ages also moved. In other words, the spatial and temporal
gradient of the LED change coincided in all areas of the
acquired captured image. This aspect is the significant dif-
ference when compared to the algorithm of [4]. In this study,
we examinedwhether the proposedmethod is effective in this
case.

As we will show in the remainder of the paper, we can
acquire the transmitter by correcting the horizontal position
error of the transmitter in the captured image. Thus, when
validating the specific signal, we achieve a 100% acquisition
success rate.

2. System model

Figure 1 shows a block diagram of the system used in this
study. The transmitter consists of 256 LEDs arranged in a
16 x 16 square matrix and a modulator. The input data is
modulated by On-Off-Keying (OOK), and the LEDs blink in
response to the OOK signal.

The receiver consists of a high-speed camera, image
processing section, and a demodulator. The high-speed cam-
era takes a picture of the LED array and outputs the image.
In the image processing section, acquires the LED array
in the captured image and measures the luminance of the
area. The measured luminance is demodulated by the OOK
demodulator, and then the transmitted data is obtained.

The image processing section consists of two blocks:
the LED array acquisition and LED array tracking, and the
LED array position estimation. In this paper, we focus only
on the LED array acquisition and tracking. In the LED array
acquisition section, we acquire the LED array in the captured
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Fig. 1 System model.

Fig. 2 Experiment view.

Table 1 Parameters of experiment.
LED blinking frequency 500 Hz
Capturing frame rate 1000 fps
Image resolution 512×512 pixels
Distance from LED 4-5 m
Vehicle speed 10 km/h
Time Daytime
Weather Cloudy

image, which passes it to the LED array position estimation.
Figure 2 shows the experimental scene: the vehicle is

moving across the LED array, and the receiver is mounted
on the back seat of the vehicle. The transmitter is placed
on the side of the road. Table 1 shows the parameters of
experiment.

Figure 3 shows the packet format lighting patterns. In
the pattern of Fig 3 (a), the LEDs repeatedly turn on and
off or blink as a block of 2 x 2. The packet format lighting
pattern of the LEDs arrayed as horizontal stripes in a block
of 4 x 16 is shown in Fig 3 (b). The packet format lighting
pattern of the LEDs arrayed as vertical stripes in a block of
16 x 4 is shown in Fig 3 (c). We examined the effect of the
movement of the LEDs in relation to the background. The
reason that we blinked the LEDs in Figs. 3 (b) and (c) is
to confirm that the patterns in Fig. 3 (b) exhibited smaller
temporal changes of the LEDs and the patterns in Fig. 3 (c)
exhibited larger temporal changes of the LEDs because the
LEDs move horizontally in the captured images.

2.1 Spacial-Temporal gradient calculation

We calculate spatial gradient and temporal gradient by filter-
ing the input image 𝐼 (𝑥, 𝑦, 𝑡). We use Sobel operator for fil-

(a) conventional patterns.

(b) horizontal stripes patterns. (c) vertical stripes patterns.

Fig. 3 Lighting patterns.

tering. In the case of 𝑡 = 𝑛, spatial gradient value𝐺𝑠 (𝑥, 𝑦, 𝑛)
and temporal gradient value𝐺𝑡 (𝑥, 𝑦, 𝑛) are calculated by the
following equations, respectively

𝐺𝑠 (𝑥, 𝑦, 𝑛) =
√︁
{𝐺𝑠1}2 + {𝐺𝑠2}2

𝐺𝑠1 =

1∑︁
𝑘=−1

1∑︁
𝑙=−1

𝑠1 (𝑘, 𝑙) · 𝐼 (𝑥 + 𝑘, 𝑦 + 𝑙, 𝑛)

𝐺𝑠2 =

1∑︁
𝑘=−1

1∑︁
𝑙=−1

𝑠2 (𝑘, 𝑙) · 𝐼 (𝑥 + 𝑘, 𝑦 + 𝑙, 𝑛) (1)

𝐺𝑡 (𝑥, 𝑦, 𝑛) =
√︁
{𝐺𝑡1}2 + {𝐺𝑡2}2

𝐺𝑡1 =

1∑︁
𝑘=−1

1∑︁
𝑙=−1

𝑠1 (𝑘, 𝑙) · 𝐼 (𝑥 + 𝑘, 𝑦, 𝑛 + 𝑙)

𝐺𝑡2 =

1∑︁
𝑘=−1

1∑︁
𝑙=−1

𝑠1 (𝑘, 𝑙) · 𝐼 (𝑥, 𝑦 + 𝑘, 𝑛 + 𝑙) (2)

where 𝑠1 (𝑘, 𝑙) and 𝑠2 (𝑘, 𝑙) are filtering kernels of Sobel
operator. These are represented by the following.

𝑠1 (𝑘, 𝑙) = ©«
−1 −2 −1
0 0 0
1 2 1

ª®¬ (3)

𝑠2 (𝑘, 𝑙) = ©«
−1 0 1
−2 0 2
−1 0 1

ª®¬ (4)

3. Experiment results

We examined the spatial-temporal gradient of the captured
images. Figure 4 shows examples of the captured images.
From the captured images, we obtained the luminance value,
which is the spatial-temporal gradient of the luminance value
of each pixel, thenwe created a spatial-temporal cross section
image and a scatter plot of these values averaged over all the
captured images and shows in Figure 5 and Figure 6.

From Fig. 5, we found that the position of the LED
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(a) conventional patterns. (b) horizontal stripes patterns.

(c) vertical stripes patterns.

Fig. 4 Examples of the captured images.

(a) conventional patterns.

(b) horizontal stripes patterns.

(c) vertical stripes patterns.

Fig. 5 Examples of the spatial-temporal cross section images.

array in the captured image is moving, and the luminance
value of the LED array changes with time. The position of
the background of the LEDs is also moving; however, the
amount of change is not equal to that of the LEDs. The reason
is that the distance from the receiver is different between the
LEDs and the background.

From Fig. 6, we found that the spatial-temporal gra-
dient demonstrates no difference between the LEDs and the
background; therefore, we cannot distinguish between the
LED array and the non-LED backgrounds. Next, we ob-
tained the horizontal position change of the LED array from
the captured images, and we moved it horizontally by the
difference and corrected the positions of the LED arrays in
the captured images to be the same positions.

In this process, the temporal gradient of the LEDs has a
constant value because the LEDs are blinking. By contrast,
when the amount of change of the LEDs and the background
are not equal, then the background is not corrected. In the
other words, the background moves in the captured image.

(a) conventional patterns. (b) horizontal stripes patterns.

(c) vertical stripes patterns.

Fig. 6 Scatter plots of time/space gradient value (averaging all frames).

Therefore, if the background has any value of luminance, the
region has both values of the spatial and temporal gradient.
Thus, the background’s spatial and temporal gradient may
have a linear relationship.

For captured images, we corrected the difference of the
LEDs and decreased the temporal gradient of the LEDs.
After that, we examined the spatial-temporal gradient again.
Figure 7 shows that the LED and non-LED backgrounds
have different characteristics when the LEDs are arrayed in
horizontal or vertical stripes. Based on Fig. 7, we were able
to draw a threshold line. This result could not be drawn for
the conventional pattern, but this result may be due to the
fact that the transmitted signal repeats two patterns and the
time gradient is very small.

For the corrected images, we executed the LED array
acquisition by using the algorithm utilized in the previous
research [4]. Figure 8 shows the acquisition success rate
against the average number of frames k during image pro-
cessing. From Fig. 8, we found that the acquisition success
rate tends to be high when k is between 10 and 15. In addi-
tion, in the case when the packet format lighting of the LEDs
are arrayed as horizontal stripes, we achieved 100% success
rate.

We compared the captured images of when the acquisi-
tion was successful and when it failed. We found that when
the LEDs have a small spatial and temporal gradient value,
we couldn’t acquire the LEDs. In other words, we can ac-
quire the LEDs if the LEDs have a large temporal gradient
and a small spatial gradient value. In addition, when the
acquisition was failed in horizontal stripes, we could not ac-
quire the top or bottom of the LEDs. The reason is that in the
horizontal stripes, the top or bottom ends of the LEDs were
not lighting and did not have a large time gradient. Similarly,
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(a) conventional patterns. (b) horizontal stripes patterns.

(c) vertical stripes patterns.

Fig. 7 Scatter plots of time/space gradient value with corrected the dif-
ference of the LEDs (averaging all frames).

Fig. 8 Acquisition success rate against the average number of frames k.

in the vertical stripes, the left or right ends of the LEDs were
not lighting and we could not acquire them. Consequently, if
we divided the LEDs array by smaller blocks, the probability
of the LEDs blocks that have larger temporal value increases
and the acquisition success rate increases.

4. Conclusion

In this study, we modified the acquisition algorithm that is
based on the spatial-temporal gradient utilized in our model
in which the transmitter and the receiver cross each other. In
our model, the LEDs and the background in the obtained im-
ages have similar properties; therefore, we cannot distinguish
between them.

We found that we can acquire the transmitter by cor-

recting the difference of the transmitter’s position in the cap-
tured image. By correcting the difference, the LEDs have a
constant temporal value, and the background has a linear re-
lationship with the spatial and temporal values. Thus, we are
able to distinguish between the LEDs and the background.

When validating the signal, we achieved 100% acquisi-
tion success rate. To acquire the LEDs, the lighting patterns
must have a large temporal value.

The difference between the previous study and this
study is that the acquisition success rate decreases when
the average number of frames is too large. This result is a
characteristic in ourmodel. As the average number of frames
increase, the background overlap and the linear relationship
with the spatial and temporal values is no longer valid.
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