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Abstract—The article explores the quality of multicast trees
constructed by heuristic routing algorithms in ad-hoc networks
where topology control protocols operate. Network topology
planning and performance analysis are crucial challenges for
wire and wireless network designers. They are also involved
in the research on routing algorithms and protocols for ad-hoc
networks. In addition, it is worth to emphasize that the generation
of realistic network topologies makes it possible to construct and
study routing algorithms, protocols and traffic characteristics for
ad-hoc networks.

I. INTRODUCTION

The multicast transmission is one of the more popular tech-
niques in modern networks. It enables simultaneous communi-
cation of a group of users which, when properly implemented,
may offer great resource savings as compared to the basic
point-to-point communication based approach. The real time
multicast transmission of multimedia content is a widely-used
traffic type, which is a challenging research subject as there
is a great demand for it in the rapidly developing area of
multimedia telecommunications.

Constrained Minimal Steiner Tree Problem (CMSTP) [1],
[2] involves connecting a single source with multiple desti-
nations in such way that one of the multiple metrics of the
structure is minimal, under the restriction that the others do
not violate required constraints. Therefore, when comparing
different algorithms, one has to examine the costs of the mul-
ticast tree found in a given graph for given input parameters.
The evaluation of the result is a non-trivial task. The metric
which is to be minimized should obviously be the lowest, but
the constrained metrics may be of greater or lesser importance
depending on assumed goals. The CMSTP problem can be
considered both in wired and wireless networks (ad-hoc, mesh,
WSN, etc).

Ad-hoc networks are sets of nodes that form networks with-
out any additional infrastructure and no centralized control.
These nodes generate traffic to be forwarded to some other
nodes (unicast) or a group of nodes (multicast) [4], [5]. Due
to a dynamic nature of ad-hoc networks, traditional network
routing protocols are not viable. Thus, nodes act both as the
end system (transmitting and receiving data) and the router
(allowing traffic to pass through), which results in multihop
routing. Networks are in motion, i.e. nodes are mobile and
may go out of range of other nodes in the network [3].

The efficient use of energy resources available to ad-hoc
and sensor network nodes is one of the fundamental tasks for
network designers [6]. Reduction of the energy consumed by
radio communication is an important issue. Topology control
mechanisms allow to maintain the lowest energy requirements
of nodes and the maximum throughput of the network.

The article focuses on the quality of trees constructed
by multicast routing algorithms in ad-hoc networks that use
topology control mechanisms. It starts with an overview of the
available algorithms and evaluation techniques in Section II.
Section III defines topology control mechanisms and basic
parameters describing network topology. In Section IV, the
results of the simulation of the implemented topology control
protocols along with their interpretation are described. Finally,
Section V concludes the article.

II. ALGORITHMS DESCRIPTION

A. Aggr MLARAC Algorithm

The Aggregated MLARAC [21] is an adaptation of a unicast
algorithm to a multicast problem by performing an aggregation
of the unicast results (paths from the source node to each
of the destination nodes) into a multicast result (a tree that
spans all of the multicast participants. The unicast technique
selected as a base for this algorithm is MLARAC. The
MLARAC algorithm is on the other hand a multidimensional
generalization of the LARAC algorithm [12].

The LARAC algorithm is a technique that utilizes La-
grangian relaxation for optimizing a path optimization problem
with a single constraints. The foundation of the Lagrangian
relaxation is the maximization of the Lagrangian dual function.
The Lagrangian dual is a concave function in the entire domain
therefore only one maximum exists. The difficulty of finding
the maximum is that the function is also piecewise linear, and
thus the extreme cannot be found in the analytical way. In
the LARAC algorithm two distant segments of the function
are found and based on the intersections of the lines to which
they belong an approximation of the optimum is found. Based
on the approximation, another segment, closer to the optimum
is determined and used to find another intersection. This pro-
cedure is repeated, and after each step a better approximation
is obtained. The algorithm is guaranteed to find the optimum
after finite number of steps.



The MLARAC algorithm is a generalization of the prob-
lem to multiple dimensions. Increasing the number of the
optimization criteria increases the number of the dimensions
of the Lagrangian dual function. In the MLARAC algorithm
the intersection of lines has been replaced with the intersec-
tion of the hyperplanes. Also two problems that appear in
the multidimensional space have been heuristically solved:
the definition of the initial hyper-segments to intersect, and
handling of the determined approximation. In the first case
the one dimensional optimization is easier, because there are
two sides of the hill of which the peak is to be found.
There exists a robust way of selecting segments from the
two sides of the hill. In the multidimensional case there is
no straightforward equivalent method to determine the initial
conditions. When the intersection of the hyperplanes is found
presenting the new approximation of the result, there exists
a condition that defines precisely, how it should be used in
the consecutive intersections, but the exact equivalent for the
multiple dimensions have not been found.

The aggregation of the results in the Aggregated MLARAC
is performed by performing a union operation of the paths ob-
tained from multiple MLARAC passes (from the source node
to each of the destination nodes) which produces a subgraph
containing all the multicast participants. Such structure is then
pruned using the Prim algorithm [17]. A similar technique has
been used earlier in [16].

B. HMCMC Algorithm
The HMCMC algorithm (Heuristic Multi-Constrained Mul-

tiCast) [10] is a relatively simple heuristic that has combines
two main ideas. One is to handle the multiple criteria by
aggregating them utilizing a nonlinear function:

maggr(t) = max

{
m1(t)

c1
,
m2(t)

c2
, . . .

}
. (1)

The second concept behind the HMCMC algorithm is
performing the Dijkstra’s algorithm [8] (with the application of
the metric aggregation) multiple times. This algorithm defines
the multicast participants as the seource and the destination
nodes separately. The Dijkstra’s algorithm is performed from
the source first, and if the shortest paths to all destinations
that are obtained this way fulfill the constraints defined in
the probem they are accepted as the result. Otherwise the
Dijkstra’s algorithm is performed from all the destinations
towards which the constraints have not been met.

When relaxing the graph from the destination node towards
the source node, the information from the initial algorithm
pass is used to heuristically improve the quality of the selected
path. Such an approach is computationaly cheap as the number
of times that the Dijkstra’s algorithm needs to be performed
is the same as the number of the multicast participants. The
experiments have shown that it also provides a feasible result
in many cases.

C. RDP Algorithm
The RDP algorithm [23] is an algorithm based on a simu-

lation semantics applied a modified version of the Dijkstra’s

algorithm. The first of the two variations from the original
algorithm is the multi source approach. It is based on a slight
change that the relaxation is initialized in multiple sources
rather than one. As the result the labeling of the costs of
reaching particular nodes is perfomred from different sources.
The costs of reaching the nodes are stored separately so
they don’t override each other. This way if the relaxation is
performed for the entire graph, the cost labels for each of
the graph’s nodes will store the information about reaching
the given node from each of the initial nodes. If the initial
nodes are the same as the multicast participants, then these
cost labels may play role of a weighted routing tables for each
of the graph nodes. It is worth noting that in order to deal with
multiple metric the same metric aggregation is utilized as in
the HMCMC algorithm.

The second variation consists in the renaming of the original
Dijkstra’s algorithm’s operations. It is performed in such a way
that instead of describing the graph relaxation a simulation of
the signal propagation in the graph is described. Introducing
the notion of time into the consideration presents us with a
means to define simultaneously of the node analysis opera-
tions.

Combining these two variations creates a context in which
it is possible to treat the relaxations performed from the
different sources as concurrently performed signal propagation
processes. Therefore it is possible to state that at a certain
point of the simulation time the signals propagating from all
of the sources have reached a given node. In such conditions
the given node is said to be equally or similarly close (in
the topological metric) to all of the source nodes. The thesis
behind the RDP algorithm is that such nodes (further referred
to as the rendez vouz points or the RDPs) may be considered
as the middle points for the multicast trees with a considerable
probability.

In [22] two variants of the above technique have been pre-
sented and analyzed with the regard to quality of the obtained
results. The quality is defined as the costs of the obtained
multicast trees. The research has shown that there was no
significant difference between the variants therefore the more
performant algorithm should be used as the representative
implementation of the general RDP technique.

III. AD-HOC NETWORK TOPOLOGY

Topology control mechanisms are used to ensure that cer-
tain parameters in the whole network are secure. Decisions
in nodes are made locally to achieve a global goal. Both
centralized and distributed techniques of topology control can
be classified as topology control mechanisms.

A. Network Model

The ad-hoc network is represented by an undirected, con-
nected graph G = (V,E), where V is a set of nodes and E is a
set of links. The existence of the link e = (u, v) between node
u and v entails the existence of the link e′ = (v, u) for any
u, v ∈ V (corresponding to two-way links in communications
networks). In the most common power-attenuation model, the



power needed to support a link e = (u, v) is p(e) = ||u, v||β ,
where ||u, v|| is the Euclidean distance between u and v, and
β is a real constant between 2 and 5 dependent on the wireless
transmission environment (path loss model) [6].

B. Protocols of Distributed Topology Control

A practical approach to topology control requires a creation
of distributed protocols that operate locally, without the knowl-
edge of the global state of the network, and generate topologies
close to the optimal. Topology graphs should provide desirable
properties of a network using symmetric edges and should be
consistent (if these properties are satisfied in the graph of the
maximum power that contains the edges resulting from the
maximum transmit power of the nodes) [18]. It is desirable
then to build a graph of the least degrees of nodes, which
reduces the probability of interference in the network. It is
also desirable to create optimal topology based on inaccurate
information. Providing accurate information on the nodes is
often too expensive, because it requires GPS receiver in each
node of the network.

LMST protocol (Local Minimum Spanning Tree) calculates
the local approximation of the minimum spanning tree [13].
It is performed in three, or optionally four, stages.

The first stage is the exchange of information. All nodes
send messages to their visible neighbors containing their
identities and locations (visible neighbor nodes that are within
range when transmitting at the maximum power).

In the second stage of topology creation, each node per-
forms locally Prim’s algorithm [17] taking their Euclidean
length of edge as cost – the minimum spanning tree Tu =
(V Nu, Eu) contains all visible neighbors of node u (V Nu) in
the max-power graph Gε = (N,Vε). Then, each node defines
a set of neighbors.

The node v is treated as a neighbor of node u (u → v)
if a node v is within range of node u and is available in
one step in a minimum spanning tree computed in this node
Tu = (V Nu, Eu):

u −→ v ⇐⇒ (u, v) ∈ Eu. (2)

A set of neighbors of node u is defined as:

N(u) = {v ∈ V Nu|u −→ v}. (3)

Network topology defined in the LMST protocol is repre-
sented by a directed graph GLMST = (N,ELMST ), where
directed edge (u, v) ∈ ELMST exists only if u −→ v.

In the last (required) step of the protocol, power levels
of signals required for the communication with neighboring
nodes are calculated. This can be obtained by measuring the
power of incoming messages sent to the nodes in the first
stage of protocol with the maximum power received from the
visible neighbors.

The fourth (optional) step creates a topology with symmetric
links. This is achieved either by replacing the asymmetric
edges of symmetric ones or by removing asymmetric edges.

DistRNG protocol (Distributed Relative Neighborhood
Graphs) [7] constructs a RNG graph built on a set of nodes
N that has an edge between a pair of nodes u, v ∈ N if and
only if there is a node w ∈ N such that:

max{δ(u,w), δ(v, w)} ≤ δ(u, v). (4)

The DistRNG protocol uses the concept of coverage area.
If node v is a neighbor of node u, the coverage area of node
v: Covu(v) is defined as the clipping plane with the center
at node u and width ˆaub, where a and b are the points of
intersection of the circles with the radius δ(u, v) and midpoints
in the nodes of u and v. The total coverage area of node u is
the sum of the areas of all of its neighbors.

IV. EXPERIMENTAL RESULTS

The comparison of the multicriterial algorithms is a hard
task not only because of the complexity of the algorithms
themselves, but also because of the multitude of detail involved
in the performance of the simulation, let alone its initiation. In
a simulation study we compared the cost of the multicast trees
obtained in different network topologies for routing algorithms
without constraint (m0), with one constraint (m1) and two
constraints (m2).

Simulations were performed for the sets of graphs of 200
nodes generated with LMST and DistRNG protocol, and com-
pared with Waxman model (in two scenarios: with k = 100
edges and k = 200 edges). In order to achieve the high
statistical quality of the results 1000 graphs were generated
for each of the topology model. Three metrics (constraints)
were randomly generated from the range 〈1, 1000〉 for each
edge in the graph. Each of the generated topologies was tested
for connecting 4, 8, ..., 28 multicast nodes. The technique
presented in [9] was used to pick the constraints for the
MCMST problem.

The results presented on Figure 1 show that the average cost
of multicast trees increases with the increase of the number of
multicast nodes in the network within each constraint. The in-
fluence of different network topologies is observable. Analysis
of the results presented in Figure 1 indicate strong similarities
in the results obtained with the algorithms generated network
topologies using a LMST protocol and Waxman model (k =
100), as well as the protocol DistRNG and Waxman model
(k = 200). In the second case the costs of obtained trees
are comparable and smallest for each examined algorithms.
Aggr MLARAC and HMCMC multicast algorithms have the
best performance in DistRNG ad-hoc networks and networks
generated with an application of Waxmax model (k = 200).
This leads to the conclusion that in simulations studies on ad-
hoc networks it is possible to use fast methods that generate
random graphs.

V. CONCLUSION

Multicriterial constrained multicast routing problems
presents a non-trivial level of complexity. Following this
concept, a need for a broad analysis techniques spectrum
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Fig. 1. Average cost of constrained multicast trees obtained in networks with 200 nodes generated according to LMST protocol (a), DistRNG protocol (b),
Waxman model with k = 100 (c) and Waxman model with k = 200 (d).

arises. It has been shown that exploring not only the space of
the algorithms, but also the space of their comparison is worth
an increased amount of effort as the conclusions may render
different algorithms useful in different situations. In addition,
the stability of the algorithms against changes in different
conditions can be shown with the use of the innovative and
non-standard analysis.
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