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Abstract—Supporting deaf and hard of hearing (D/HH) people
to understand natural conversation is one of the important
activities of social welfare. However, currently the communication
support for D/HH people is not enough in Japan. Although
existing communication methods, such as sign language and lip-
reading, are effective in one-to-one conversation, they have several
disadvantages in one-to-many conversation such as meetings or
conventions. In order to support D/HH people in understanding
conversation, this paper proposes a multi-modal visualization
application which provides many aspects of information about
speech contents. Concrete examples of visualization modes in-
clude displaying subtitles by voice recognition and showing
speaker’s mouth to assist lip-reading.
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I. INTRODUCTION

Supporting deaf and hard of hearing people to understand
natural conversation is one of the important activities of
social welfare. In Japan, some educational institutions provide
voluntary students who write summary notes in order to
help understand the contents of lessons for D/HH students.
Furthermore, fair opportunity to participate in society for
D/HH people achieves steady progress by revising a law about
handicapped person’s employment. Therefore, communication
support for D/HH people is highly needed to be addressed
not only by public services but also by private companies and
organizations [1] [2] [3] [4].

However, currently the communication support for D/HH
people is not enough [5]. One reason is that hearing im-
pairment is difficult to judge from appearances. This feature
also hinders understanding the D/HH’s disability from hearing
people. Some D/HH employees lost opportunity for promotion
in their companies since they could not fully understand
contents of seminars or meetings due to lack of supporting
system. In order to improve social welfare of D/HH people,
it is necessary to provide information support in which D/HH
people can communication among a group of hearing people
[3] [4].

Deaf people have many kinds of communication methods.
Most of these methods make up for disabled hearing ability
with eyesight. The most well-known method is a sign language

which enables users to communicate by visual language using
hands, fingers, arms and face expressions. The sign language
has an advantage in communication speed which likes same as
voice conversation. Making conversation by writing is also an
effective approach in some high-literate countries. Some D/HH
people, especially in congenitally D/HH people, gain a lip-
reading skill. This skill helps understanding utterance contents
from lip movements of a speaker.

Although these methods are effective in one-to-one con-
versation, they have several disadvantages in one-to-many
conversation such as meetings or conventions. Sign language
requires much effort to achieve it. Furthermore, the diffusion
rate of the sign language is significantly low in hearing people.
Japanese ministry has reported that even for D/HH people, only
14.1% can use sign language. Writing communication is not
suitable among multiple hearing people, and takes up a lot
of time and work compared with oral communication. Lip-
reading is not effective in a situation that not all speakers can
always show their lips to the lip-reader while they are talking.
Unknown or domain-specific technical terms also difficult to
guess by lip-reading.

The goal of this paper is to support understanding speech
contents of hearing people for D/HH people. Especially, we
focus on real-time communication with multiple hearing peo-
ple such as meetings or conventions. In order to accomplish
this goal, we propose a multi-modal visualization application
which provides many aspects of information about contents
of utterance. Here, the term multi-modal visualization means
providing informative contents by presenting multiple visual-
ization mode. Speech to text (STT) is one of the example of
the modes. STT mode displays utterance contents as subtitles
by using a voice recognition engine. Another example is a
lip-reading support mode which uses a camera device and
face detection engine to show enlarged movie around mouths
of a speaker. We suppose that selecting and combining each
visualization mode by D/HH people themselves would be
helpful for understanding of conversation.

II. SCOPE AND CHALLENGE

In this paper, we try to support for D/HH people to
understand contents of speech of hearing people as one of
information support ways for D/HH people. Especially, the
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focus situation is real-time communication with multiple hear-
ing people like meeting in company. Although some com-
munication approaches (i.e., sign language, writing and lip-
reading) can complement each other, it is still difficult to
deal with a situation among multiple hearing people. Sign
language has a critical issue in terms of its adoption rate and
learning cost. Making conversation by writing in a meeting
causes reduction of efficiency of communication and requires
high understanding and cooperation for D/HH people from all
participants.

Because of lack of ways of information support, many
D/HH people have difficulty to attend meeting. As a result,
they lost opportunities of promotion in their companies. Mean-
while, United Kingdom ensures enrich D/HH support as social
welfare. In that country, D/HH people have fair opportunities
to be assigned to important position if s/he has enough
skills. Considering this fact, this loss of chance in Japan can
be regarded as a high social barrier for D/HH workers. In
order to provide welfare for D/HH people, it is important
to provide information support way in communication among
plural hearing people like meeting.

III. MULTI-MODAL SPEECH VISUALIZATION
APPLICATION

A. Requirements

The purpose of this application is for D/HH people to assist
understanding natural conversation by hearing people. In order
to achieve the purpose, we propose an application satisfying
following four requirements. These requirements are extracted
from dozens years’ experiences in Special Needs Education
School for the Deaf, University of Tsukuba, Japan.

R1: Saving initial costs. First of all, it is important to
save initial cost for both D/HH and hearing people. The initial
cost includes preparing a special device, developing custom
software and training particular skill.

R2: Providing various information for understanding.
Utterance contents can be picked up from various perspectives
of information visualization. For example, displaying subtitles
by voice recognition basically helps for every D/HH person.
Displaying around mouth supplements several errors of the
voice recognition for D/HH people who achieves a lip-reading
skill.

R3: Looking back information about speech. It is
difficult for lip-reading to deal with a one-to-many situation
since multiple hearing people sometimes speak at the same
time. So it is useful D/HH people can look back information,
such as voice or lip images, after they failed to understand part
of speech.

R4: Selecting information by D/HH people. Although
providing various information is an important requirement as
described in R2, there are some cases where visualizing too
much information tends to hinder understanding. Effective
approaches of information visualization strongly depend on
each individual D/HH person. Our system has to ensure
selection of visualization modes by users themselves..
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Fig. 1. Architecture of proposed application

B. Architecture

Figure 1 shows an architecture of the proposed application.
Four requirements specified in Section III-A are also illustrated
in this figure. At first, two hearing people use their laptop or
smartphone as a client of the system. Their voice and face
image data are stored in a database via such devices through
APIs of the system. Stored data are processed by visualization
modes which are previously selected by the D/HH user. This
figure includes various examples of visualization modes such
as STT (Speech to Text) mode and Tech. T. (Technical Term)
mode. Details of these modes are described in the next section.
Finally, the processed and visualized information are provided
to the D/HH user.

C. Features

In this section, we explain four features of our proposed
application based on an example usage situation. The situation
is illustrated in Figure 2. In this case, four hearing users and
one D/HH user participate in a meeting. They use their own
devices as a client of the system.

F1: Available on various devices. This system is deployed
as a web application. This application can be used from every-
where via Web browser on smartphone or personal computer
as shown in Figure 2 since this is web application.

F2: Providing various multi-modal visualization. This
system provides many aspects of visualization modes for
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Fig. 3. An example screen of proposed application

D/HH people to understand contents of speech of hearing
people. Figure 3 represents an example of screen of the system.
The screen includes the following three visualization modes.

• Speech to text mode: This mode displays speech
as subtitles by using voice recognition engine. An
example of this mode is illustrated on the upper right
in Figure 3.

• Lip detection mode: This mode magnifies and
displays faces around mouth of a speaker for assist
lip-reading. Faces on the left side of Figure 3 are
shown by the mode. The mode will be helpful in a
situation where a D/HH user is difficult to directly
show a mouth of speaker due to their seat location.

• Technical term mode: Basically, unknown or un-
familiar word is hard to understand by lip-reading.
This mode shows brief explanation of technical terms,
which are possibly unknown and even quite complex,
with using a domain-specific dictionary of the meet-
ing. An example of usage is displayed on the lower
right in Figure 3.

F3: Storing information about conversation. Both raw
data (e.g., voice and face movies) and processed data (e.g.,
subtitles and detected lip movies) are stored in a database.
User can look back information of conversation in past when
s/he forgot or could not understand the speech at once.

F4: Selectable modes. User can select which information
they use to grasp conversation from various visualization
modes described in F2.

IV. CONCLUSION AND FUTURE WORK

This paper proposes an application for multi-modal speech
visualization, which provides many aspects of information
about contents of speech to support D/HH people in a one-
to-many situation.

Introducing a feature of promoting cooperation with hear-
ing people may our proposed system more efficient. In our
experiences, the accuracy of voice recognition service is not
sufficient to meet actual situation of conversation. So, motivat-
ing hearing people to be cooperative is reasonable approach.
An example is introducing a concept of gamification which
encourages participants by showing a rank from frequency of
giving and receiving spell correction in misrecognized words.
This feature also prompt hearing people naturally to correct
misrecognition of their speech and to speak smoothly in short
sentences in order to be recognized accurately. By applying
these ideas, the system can support not only understanding of
speech for D/HH people, but also comprehension of disability
by hearing people.

One of future works is combining our system with see-
through head-mounted display and Augmented Reality (AR).
In the system, a user has to often gaze at a display. So, when a
speaker uses whiteboard in the meeting, the user has to look at
the speaker, the whiteboard and the display one after another.
The problem will be solved by introducing see-through head-
mounted display and AR. Although it is difficult for one head-
mounted display to get voice of multiple people individually,
providing information not in display but in users’ sight directly
will let users understand conversation naturally.
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