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Abstract—A novel framework to optimize the identification
clustering of multipath scatterers in a MIMO wireless system
is proposed. It is a comprehensive evaluation of major cluster
identification methods across multiple categories of clustering
methodologies. The reliability will be ensured with the use
of a parameter selection framework utilizing the Bayesian
Information Criterion (BIC). Statistical preprocessing with
support vector decomposition and normalization will also be
handled.

Index Terms—Radio propagation, multipath channels, chan-
nel models, clustering methods, clustering algorithms, optimiza-
tion.

1. Introduction

Multiple-input multiple-output (MIMO) channel models
are developed with the aid of accurate knowledge of the
channel. Accurate descriptions of the propagation channel
are important in the development of channel models [1],
[2] . These models aim to improve the efficiency of MIMO
communications system design [3], [4]. Studies have per-
formed clustering on the multipath components generated in
a MIMO wireless communication system [1], [5], [6]. The
process of clustering here allows the extraction of valuable
data relating to channel characteristics. A verified cluster
of multipath components (MPCs) can signify the existence
and approximate location of interacting objects (IOs) and
scatterers, among other information.

Multiple authorities in the field of clustering offer various
taxonomies of clustering algorithms [7]-[9]. Yet, most of
these existing works agree that there is no “superior” algo-
rithm for all occasions. A priori knowledge on the task to be
handled is a key factor in the parametrization and subsequent
performance of a certain clustering algorithm. But each one
does have their own advantages and limits which give users
guidelines for their use and application.

This work aims to provide a base framework or structure
of optimization of clustering methods which would benefit
the antennas and propagation community with the use and
analysis of MPCs, its channel environment, and the subse-
quent channel modeling. This also optimizes methodologies
in each of the major divisions of clustering techniques for the
application and use for MIMO systems. It will be localizing
current developments in the field of clustering and data
analysis [10]-[12]. This improves on and is different from
existing work [1], [5], [6] which mostly exclusively use
one to two clustering methodologies, mostly involving K-
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Fig. 1. Typical clustering procedure [9].

means which although popular is attributed to weaknesses
which are improved upon by other methods [7]-[9]. The
introduction of BIC as a parametrization method will ensure
the elimination of user bias while improving the clustering
methods for the specified application.

2. Proposed Optimization Methodology

The implementation of other types of clustering algo-
rithms, however, are limited in the field of multipath prop-
agation. The current research gap in MPC clustering along
with the opportunity for optimization and standardization in
the exploration of other clustering techniques and methods
are unique and novel. Following the typical clustering pro-
cedure at [9] (Fig. 1), the feature selection and extraction
methodology will be adapted through the developed double-
directional radio channel of [13]. This is in line with the
COST 2100 channel model to be used to generate the
reference multipath clusters and channel environment emu-
lation for rigorous testing of the clustering algorithms [14],
[15]. A plot of MPC clusters, the base station and mobile
station locations, and visibility regions (VRs) generated from
the COST 2100 Urban channel is shown in Fig. 2. The
dimensions for obtaining the multipath component distance
from such channel snapshot serves as the inputs to each
considered clustering methodology.

The second key step in the clustering procedure involves
the clustering algorithm selection. This study will encompass
five key clustering algorithms representing different major
clustering techniques to provide a detailed analysis of their
respective performance. These are (1) K-means, (2) Fuzzy C-
means, (3) Competitive Neural Networks, (4) Quantum
Clustering, and (5) Support Vector Clustering.

The design and selection of the multipath cluster iden-
tification method will be handled through the localization
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Fig. 2. Visualization of the visibility regions, clusters, and stations of the
COST 2100 Urban Channel.

TABLE I
CLUSTERING OF COST 2100 URBAN CHANNEL MODEL

Clustering Method [ et [ Mjac [ Mpur
K-means 0.48958 | 0.25 0.33813
Fuzzy C-means 0.47917 | 0.2659 0.37398
Neural Network Clustering | 0.9375 0.091931 | 0.092497
Quantum Clustering 0.79167 | 0.11095 0.11429
Support Vector Clustering 0.97917 | 0.054116 | 0.054179

and implementation of a parametrization framework. The
use of the Bayesian Information Criterion (BIC) has been
established to have a positive effect on algorithm perfor-
mance [12]. This will allow for the elimination of designer
bias in algorithm parametrization and standardized imple-
mentation of algorithm parameter optimization with respect
to application and a priori information.

3. Results and Discussion

In order to evaluate the accuracy of the clustering method-
ologies, the Efficiency measure 7.g, Jaccard index 7jac, and
Purity measure 7, are used [16]. These metrics are defined
as follows.
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where 7, is the number of pairs that are classified together,
in the real classification if x is 1 and in the algorithm’s
classification if y is 1 and otherwise as such.

In Table I, Fuzzy C-means implementation has the best
performance. All algorithms are more likely to have un-
matched pair which are matched based on the real classifi-
cation. The preliminary data show the varying performance
of the algorithms in their unrefined state. These cannot act
as benchmarks for comparison yet without the standardized
framework for parameterization due to the inherent changes
in performance parameterization can have on the clustering
technique.

4. Conclusion

On the multipaths of an urban MIMO channel, the
Fuzzy C-means algorithm performed best. K-means and
Fuzzy C-means though are less versatile due to their require-
ment of having a fixed number of clusters. The performance
of these algorithms were similar in their low purity score
which also shows the most significant area of improvement.
Future plans would involve the optimization of the data
with the pre-processing and the optimization of the algo-
rithms including three more to be implemented. This work
can optimize MPC clustering for MIMO channels with a
framework which will allow for greater flexibility for altering
channel conditions. It will be limited in scope, however, to
encompass the analysis of second-order clustering methods
which incorporate combinations and modifications to the
standard methodologies.
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