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1 Introduction

The constrained interpolation profile (CIP) method is a computational scheme for problems including differ-
ent phases[1], and it provides possibilities to reduce computational resources for solving electromagnetic prob-
lems. The method is based on the upwind scheme with the profiles between two grid points, interpolated in
terms of cubic polynomials which allow us to calculate fields at the next time step with good precision. However,
propagating waves suffer from numerical dispersion, like other schemes.

It is important to obatin the fomula of the numerical dispersion in order to estimate the precision of the com-
putational results. In this paper, the numerical dispersion for the grid-aligned propagation, i.e. the propagation
along the principal grid axes, is derived theoretically, and is then examined numerically. The comparison with
the one of the finite-difference time-domain (FDTD) method is also performed.

2 Numerical dispersion relation of the CIP method
2.1 CIP method of the 3-rd order

We consider a wave propagatingta-direction with the velocity of,. The field value is indicated bf(x, t)
and the derivative is expressed@s, t) = 0f/0x. Their discretized forms are given fff = f(i Az, n At)
andg! = g(i Az, n At), whereAx and At are the spatial and temporal discretization, respectively. Therefore,
the explicit form of the CIP updating scheme is given by the following equations:

FIN = AL+ Aoy + Asgl + Aagly, @)
Gi = Bufl' + Bofiy + Bag! + Bagly, @

where the coefficientd, and B,, are given by
Ay =142 =36, Ay =362 -2, Az =Au(26® ¢ —¢), Ay=Ax(? =&,

6
Bi= (=€), Bo=-Bi, By=1+3¢ -4 Bi=3¢ -2

and¢ is the so-called the Courant number, and is give§ byCOTf.
Consider a plane wave at an angular frequeaacy order to derive the numerical dispersion of the CIP

method: N ~
[t = foexp(jwt — jkz), g = goexp(jwt — jkz), ®)
wheref, andg, are constants, anfis the numerical wave number. Substituting Eq. (3) into Egs. (1) and (2), we
have
it H _ At Asertar Agrasetae] H “TFye H (4
90 B1<|>BQGJICAm B3+B4€]kAz 9o go
The dispersion relation is the condition to satisfy the above equation, that is,
|72, — Fy| =0, ®)
wherel,, is the identity matrix ofn x m. The equation is written explicitly in the following form.
{exp(jw At) — A} — Ay exp(jkAx) Hexp(jw At) — By — By exp(jkAz)}
= {A3 + Ay exp(jkAz)}{Bs + Byexp(jkAz)}. (6)
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For the analysis of the numerical dispersion, the more important parameters are the sampling density and the
Courant numbeg. The sampling densiti is the number of the discretization perwavelengﬂﬁ_ 20— kQva
where) andk are the physical wavelength and the physical wavenumber. Introducing the normallzed numerical

wavenumber;,, = k/ko, we can rewrite the numerical dispersion relation (6) into

{exp(j¢P) — A1 — Az exp(jk, P) Hexp(jEP) — By — By exp(jknP)}
= {As + Agexp(jknP)}Y{Bs + Byexp(jk,P)}, 7

whereP = 27 /D. 3 . }
The numerical dispersion relation is obtained by finding= k" + jk¢ which satisfies Eq. (7) for givet
andD.

2.2 CIP method of the 5-th order

The straightforward extention of the CIP method is easily obtained by using the second derivatives to in-
terpolate the profiles with the polynomials of the 5-th order. Here, we consider again the fields propagating to
~+z-direction. Thus the profile betweéhx and(i — 1)Ax is given by

5
x) = Zan(x—xi)", (8)

n=0

where the coefficients,’s areag = f;, a1 = g;, az = % h;,

6 3 1

o = xpi=fio) = 30t 9im) + grg (hi = hi), @)
15 1 1

as = A (fi = fi-1) — Ar ~3(89i +7gi-1) + W(Shi = 2hi—1), (10)
10 1 1

a3 = A,’E?)(f f’l 1) A 2(697 +4g7 1)+ 2A$(3h7 _hi_l)’ (11)

andh; is the second derivative af\x.
Thus, the updating equation fdy, g;, andh; are given in the following form.

ST = AT ASS] A+ Al + Algl + AShi 4+ Aghi (12)
Q?H = Bifi'+ Bzfin 1+ Bigl' + Bigiy + Bshi! + Bghi, (13)
Wit = CUf + Coffy + Cagl + Clgiy + Cshi + Cghiy, (14)

where the coefficientd!,, B/, C/.’s are written in Appendix A.
The similar analysis gives the dispersion reIatjeﬁ:PIg — F3‘ = 0, where

A' JrA/ egk P A' JrA/ egk P A'5+Ag6jknp
F3 — B/ +B/€jk‘ P B/ +B/€JknP Bé —|—Bé€jk"P . (15)
C/ —|—C/ kn P C’—i—C’ Gkn P Cé—l—Céej];”P

The explicit equation for the dispersion relation is given in Appendix B.

2.3 Numerical results and comparison with the FDTD method

In order to verify the numerical dispersion relation derived in the above sections, we compare the waveforms
computed actually by the CIP method, and the ones calculated by using the numerical dispersion[3].

We define time serieg) andgqj (n = 0,1,---) to be observed as the field value and the derivative at a
reference point. For the CIP computation, this times series is used as the incident wave into the analysis region.
Therefore, atr = Ax the CIP scheme is written as follows:

P = Ay fl + Aopl + Asgl + Augll, 97T = Bigl + Bagl + Bsf{' + Bapj. (16)

We can predict the field values and the derivatives excited by the above time series at an arbitrary point, by using
the nurmerical dispersion. The spectrum of the field observed at theapoam be calculated by multiplying the
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one at the reference point by the propagation factor. Therefore, the time;gettese observed at the poinf\x
can be calculated by

plOLm} _ e [f {péo,l,...,m}} e_jl%iAz:| ’ (17)

whereF andF ! is the operater taking the fast Fourier transform (FFT) and the inverse FFT.
Fig. 1 shows the waveforms observedrat 5Az, 300Az, and900Az. In the numerical examination, we
choose the Gaussian pulse as the initial time series at the reference point

pézexp(—{l ¢ to}>, o= 2 tQtO)eXp<_{z t to}) a8)
o coo o

The used values atdt = (Ax/c, € =, to = ...At, 0 = ...At. The solid lines in Fig. 1 are the results computed

by CIP scheme, and the circles are obtained by the numerical dispersion in Eq. (7) and the FFTs. The two results
agree with each other, which states that the numerical dispersion relation is appropriately derived. Fig. 2 shows
the waveforms calculated by the 5-th CIP and the numerical dispersion relation. The results of the 5-th CIP shows
very excellent conservation of the initial waveform after A20and 90Q\x propagation.
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Figure 1: The waveforms calculated from the numerkegure 2: The waveforms for the case of the 5-th CIP.

dispersion and the results directly by CIP scheme.
Fig. 3 shows the numerical phase velocities of CIP and FDTD[2] as a function of the sampling density. The

phase velocity is obtained by/(l};k:o). The velocities are normalized by the physical velocity. The FDTD
method has the relative error of 1% even for= 10, while for the CIP method the numerical phase velocity
is very close to the physical one downb= 2. Fig. 4 shows the numerical attenuation characteristics of CIP
and FDTD. The attenuation per unit cell is givendwk!*/D. For the case of FDTD, the numerical attenuation
does not exist down to ..., while CIP method has the attenuation foDamye can also say that the 5-th CIP has
smaller ficticious attenuation than the 3-rd CIP.
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Figure 3: Normalized numerical phase velocities dfigure 4. Numerical attenuation characteristics of
CIP and FDTD. CIP and FDTD.

3 Conclusion

We have derived the numerical dispersion relation for the CIP methods of the third and the fifth order. The
derived numerical dispersions can predict successfully the waveforms computed by the CIP methods. The nu-
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merical phase velocity and the numerical attenuation are compared with the ones of FDTD method. In the case
of the phase velocity, the CIP methods show very good performance, while it is found that the CIP methods have
the numerical attenuation, and it is not negligible especially for the case of 3rd CIP.

References

[1] T. Yabe, F. Xiao, and T. Utsumi, “The constrained interpolation profile method for multiphase analysis,” J.
Comp. Phys., vol.169, no.2, pp.556-593, 2001.

[2] A. Taflove, S. C. Hagness, Computational Electrodynamics, Artech House, 2000.

[3] J. B. Schneider and C. L. Wagner, “FDTD dispersion revisited: faster-than-light propagation,” IEEE Mi-
crowave Guided Wave Lett., vol. 9, no. 2, pp. 54-56, Feb. 1999.

A The coefficients for the updating equations of the 5-th order CIP

The coefficients appearing in the Eqs.(12)-(14) are given by
A= (1-€°A+36+6¢%), Ay=¢(10-15¢+6¢%), Ay =—cAx(l-€)°(1+3),

2 3
A= €an(l - (-39, A= 0T 0ogn A= 00
2
B =2 (g2 By=-Bl, Bi=(1-£°01-300+5%)
2A
Bi=-€(2-30(6-50), Bi=-*001-022-5), Bi=-200-06-5%),

60 12
Ci=- -2, G=-c. o="La-9E-s50.
=250, O = (1-O0 -8 108), O — €312+ 106,

B The dispersion relation for CIP of the 5-th order

The explicit equation of the numerical dispersion relation of CIP method of the 5-th oder is given in the
following equation.

Z D;,,,, exp{j(mk, +n&)P} =0, (19)

m=0,n=0
whereD;, . are given by
D3g =%, Dy = —3¢(2— 106 + 1667 — 86% + &), Dog =3¢* (1 — &)(2+2¢ — 287 —26% + ¢*),
Dy = 3¢(1— 86+ 1667 — 106% +26%), Dy = —66(1 — &)(1 — 36 — 117 +27¢% — 11¢* - 3¢° + ¢&9),
Dip =361 —O)* (1 +46—2¢% - 263+ ¢*), Dog=—1, Doy =3(1—¢)(1—2¢—2¢% +26% +2¢%),
Doy = —3(1 = &)*(1 —26 - 26 +48% + &), Doo = (1-¢)°,

and for the other combinations of andn, D,,,,, = 0.
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