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Abstract – Text-to-image synthesis is referring to converting 

textual features into pixels, which requires full understanding of 

the relation between the visual features and natural language. In 

contrast to most of the existing text-to-image methods, which 

ignore the information from the original images and only 

generates images based on input text, some models take into 

account both text descriptions and original images. This paper 

aims to review the work presented in this domain specifically 

during the last four years. It also presents a comparative study to 

get a clear overview.  
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I. INTRODUCTION 

The Generative Adversarial Network (GAN) [1] is a deep 

neural network that consists of two neural networks; generator 

and discriminator. The generator network tries to generate 

realistic images while the discriminator tries to distinguish 

between the real images and synthesized images. GANs have 

shown a revolution in generating realistic images where are 

used in generating images conditioned on an input text, where 

the generated images have to be semantically consistent with 

the text description. 

 
Conditional image generation is based either on text only, or 

on text and a base image. There is a significant progress has 

been made in text-to-image generation [2,3,4,5]. On the other 

hand, the images in the works reviewed in this paper, are 

generated based on input text description and a base image as 

shown in Fig 1. The input text description doesn’t always fully 

describe an image from background colours to style, so many 

information is often missed while synthesis text-to-image. To 

overcome this point, an idea was suggested to generate the 

images conditioned not only on the text description but also on 

an image where any missing features in the text description will 
be taken from it, in other words, we can say that the global 

theme (background, colour, style, etc.) will be taken from the 

image unless otherwise specified in the input text. 

 

The performance of GANs is assessed by evaluating the 

quality and diversity of the generated images qualitatively 

and/or quantitatively. The qualitative measures are 

nonnumerical evaluation that usually depend on comparison. 

While the quantitative measures refer to calculated score values 

that reflect the quality of the output images as Inception Score 

(IS) [6], Manipulative Precision (MP) [7], L2 reconstruction 

error [8] and human evaluation. IS measures the quality and 

diversity of the generated images by using a pre-trained model 

that classifies the generated images and predicts the probability 

of the image belonging to each class. The probabilities then 

summarized into score to measure how much the image belongs 
to class and how diverse are the generated images over the 

classes. MP measures the quality of the generation and 

reconstruction by calculating the difference between the input 

image and the modified output image, and the text-image 

similarity using pretrained text and image encoders. L2 

reconstruction error measures the difference between the input 

images and the generated images. 

 
Fig. 1 Generating images based on text and base image. 

 

This paper is organized as follow, section  II presents multi-

modal conditional image generation methodologies and 

section III discusses the conclusion. 

II. MULTI-MODAL IMAGE GENERATION 

METHODOLOGIES 

This section presents the most recent work concerning the 

multi-modal conditional image generation methodologies. 

These works are presented through years from 2017 to 2020. 

 

Dong et al. [9] proposed model (SISGAN), which aims to 

generate realistic images based on natural language description 

while maintaining the non-mentioned features in the text as it’s 

in the given image. The model consists of two networks as 

shown in Fig 2; the generator network and the discriminator 

network. The generator is composed of an encoder, decoder, 

and residual transformation unit. The generator takes the 
original image encodes it and concatenate its feature 

representation with the text feature vector, which is encoded by 

a pre-trained text encoder, then the concatenated representation 

is decoded into an image. The discriminator determines both 

the realism of the generated images and the consistency 
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between the generated images and the text descriptions. This 

method is trained on the Caltech-200 bird dataset (CUB) [10] 

and the Oxford-102 flower dataset [11]. The only quantitative 

conducted performance measure method was human evaluation 

in addition to the qualitative evaluation.  

 
Fig. 2 The architecture of the SISGAN model [9]. 

 

   Liu et al. [12] proposed a novel model called Conditional 

Cycle Generative Adversarial Network (CCGAN) for semantic 

image synthesis. This model aims to generate a photo-realistic 

image conditioned on a given text description and the original 

image. CCGAN is constructed of two cycle networks; forward 

cycle and backward cycle as shown in Fig 3. At the forward 

cycle, image x is fed into the generator network G with an input 

text related to image y, then the generated image ŷ is fed into 

generator network F, the output image 𝑥𝑐𝑦𝑐𝑙𝑒 should 

theoretically be like the input image x. While the backward 

cycle is the reverse of the forward cycle. The key component 

of the model consists of two networks; the generator network 

and the discriminator network. The generator has an encoder-

decoder structure with a residual block which makes the 

network easier to train therefore improve its performance. 

Original images go through the encoder to extract and produce 

the feature vector. Then this vector is fed into residual blocks 
and concatenated to the text description embedding vector. The 

decoder takes the combined vector to synthesize realistic 

images. The discriminator, as usual, is used to determine 

whether the input image is real or fake. This model was 

evaluated by conducting experiments on the CUB dataset [10] 

and Oxford-102 flower dataset [11]. Human evaluation is 

applied to evaluate this model with baseline methods and prove 

its superiority  as well as qualitative evaluation.  

 
Fig. 3 The architecture of CCGAN [12]. 

 

   Park et al. [13] proposed a Multi-Conditional Generative 

Adversarial Network (MC-GAN), which aims to generate a 

realistic object image by smoothly joining the background 

information taken from the given base image and the object 

synthesized from the input text in a specific location. The 

model consists of two networks  as shown in Fig 4; the generator 

and the discriminator. The generator network uses the input text 

encoding concatenated with noise vector to create initial feature 

map which is then used as an input with features from the base 

image to series of synthesis blocks. The synthesis blocks are 

used to generate realistic image by preventing overlapping and 

intersection between the background and the generated object. 

The discriminator network’s input is a tuple of image-mask- 

text. It is trained to distinguish between these four cases; real 

image with matching mask and text, real image with matching 

mask but mismatching text, real image with mismatching mask 
but matching text, generated image and mask with input text. 

MC-GAN model was trained using the CUB dataset [10] and 

the Oxford-102 flower dataset [11]. MC-GAN was evaluated 

qualitatively. 

 
Fig. 4 The architecture of MC-GAN [13]. 

 

   Yu et al. [14] proposed Semantic Image Manipulation 
Generative Adversarial Network (SIMGAN), which aims to 

generate 256 × 256 diverse realistic images based on the input 

text description, while preserving the irrelevant features as they 

are in the base input image. SIMGAN consists of two networks; 

generator and discriminator. The generator network has 3 

modules; encoder, residual block and decoder. The encoder 

module extracts the features from the input image, which 

concatenated with the text embedding that is encoded by a 

pretrained text encoder, and then fed into the residual block. 

The residual block improves mapping between the text and 

visual spaces as well as helping to keep the underlying structure 

of the base image. Then the decoder generates the various 
images based on the output of the previous module. At the 

training stage the generator is used to reconstruct the input 

image ˜x from the generated images x̂ and apply a cycle loss 

𝐿𝑐 , so ˜x is close to x as shown in Fig 5. Qualitative and 

quantitative evaluation is measured for SIMGAN on CUB [10] 

and Oxford-102 datasets [11]. Human evaluation is the used 

quantitative method in this work.  

 
Fig. 5 The architecture of SIMGAN [14]. 

 

    Nam et al. [8] proposed Text-Adaptive Generative 

Adversarial Network (TAGAN) to manipulate an input image 

based on text description while maintaining unmentioned text 

contents. TAGAN consists of generator and text-adaptive 
discriminator as shown in Fig 6. The generator is an encoder-

decoder network with several residual blocks. The input image 

is encoded into feature representation which is transformed into 

semantically manipulated representation based on the input text 

extracted features. The text-adaptive discriminator is composed 



of word-level local discriminators that are used to classify each 

attribute independently and provide the generator with 

feedback for each visual attribute. TAGAN is evaluated on 

CUB dataset [10] and Oxford-102 dataset [11]. Qualitative and 

quantitative evaluation are conducted on the model. The used 

quantitative methods; L2 reconstruction error and human 

evaluation.   

 
Fig. 6 The architecture of TAGAN [8]. 

 

    Li et al. [7] proposed generative adversarial network 

(ManiGAN), which aims to generate high quality images that 

meets the text-contents while preserving the irrelevant features 

unchanged as in the input image. ManiGAN consists of 2 key 

components; text-image affine combination module (ACM) 

and detail correction module (DCM) as shown in Fig 7. The 

ACM reconstruct the unmentioned text contents by encoding 
the base image features as well as correlating the image regions 

with the corresponding semantic words for accurate and 

effective manipulation. The DCM completes the missing 

contents and corrects the inappropriate attributes. Experiments 

were validated on CUB [10] and MS-COCO [15] datasets. The 

performance of the model was measured qualitatively and 

quantitatively. The used quantitative methods are Inception 

Score (IS) [6] in addition to the new proposed evaluation matrix 

called Manipulative Precision (MP) that measure the quality of 

both the generation and the reconstruction.  

 
Fig. 7 The architecture of ManiGAN [7]. 

 

Fig. 8 represents examples of image manipulation using natural 

language description for some models. 

 
Fig. 8 Comparison of three methods [adapted from 7] 

 
Table 1 presents multi-modal conditional image generation 

models with respect to objective, datasets, performance metric: 

qualitative and quantitative; IS, MP, L2 reconstruction error 

and human evaluation.

TABLE 1 

A SUMMARY OF MULTI-MODAL CONDITIONAL IMAGE GENERATION METHODS. 

 



 

 

The presented models in table 1 are trained and validated on 

three benchmarks datasets; CUB [10], Oxford-102 [11] and 

MS-COCO [15]. The qualitative evaluation method is the main 

applied method that all the models have used, in addition to 

quantitative methods; IS, MP, L2 error and human evaluation. 

Different methods applied the human evaluation from different 
perspective as illustrated in table 1. According to L2 

reconstruction error, TAGAN has a lower value which means 

that it’s better in maintaining the content of original image. 

While according to IS, the ManiGAN has the best value on 

CUB dataset. Li et al. [7] conducted experiments for SISGAN 

and TAGAN on MS-COCO and evaluated it using IS and got 

2.24 and 3.32 respectively.  

III. CONCLUSION 

This paper reviewed the conditioned image generation GAN 

models that are based on both input text description and base 

image. Generating realistic and semantic consistent images 

while preserving the non-mentioned text-content as in the base 

image is the main objective that is tried to be achieved. All the 

reviewed works are trained and validated on benchmark 
datasets that includes birds, flowers and multi objects images. 

All the presented works are evaluated qualitatively in addition 

to some quantitative methods. 
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