FPGA chips as a hardware simulator for multiplane logsN switching fabrics
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Abstract—In this paper there is presented a system for simu-
lations realized in hardware. The subject are blocking states in
optical switching fabrics. Model of such a fabric is presented, and
the way of its analysis is described. FPGA Spartan-3 chips are
used for fast calculations, Raspberry PI, small PC, is used as an
interface between PC and electronic part of the system. System
is dedicated for searching blocking states (which is realized in
hardware) and their analysis (which is realized by GUI and
software on PC). Main elements of system are: Web based GUI,
scripts and database for storing results, subsystem for controlling
FPGA chips (controller is realized on Raspberry PI and its
GPIOs) and 18 (or more) FPGA modules as a calculating engines.

I. INTRODUCTION

In the switching fabrics, connections are set up between
inputs and outputs in order to transmit information. Nowadays,
most connections are realized by packets or frames of different
protocols. So, each connection is dedicated for one packet, it is
very short, hence, the number of such connections can be huge,
what is next, control algorithms has a lot of work. Control
algorithms have to be efficient in time, energy consuming and
many more dimensions. In this paper I will present a way
to analyze switching fabric states in order to construct more
efficient algorithms. This paper is focused on logoN switching
fabrics, but presented rules and mechanisms can have more
wider application.

II. DESCRIPTION OF SWITCHING FABRICS, ALGORITHMS

The logaN switching fabrics have been widely discussed in
the literature [1]-[9]. Generally, they are composed of 2 x 2
basic switches organized in sections and planes. Such fabrics
are self-routing, it means, path between each input and each
output is determined by input and output number. So, there is
no choice about path. The only, and very important choice, is
to choose a proper plane. Paths between different input-output

Fig. 1. Model of switching fabrics with connections realized in different
planes (1st half of fabric with N=32 inputs)
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Fig. 2. Connections as nodes in graph in connection matrix G.

pairs in each plane can use different or the same interstage
links. So, it is possible to block path for some connection in
some plane, then we have to realize connection in different
plane. But, what is bad case, it is possible to block paths for
some connection in all available planes. Control algorithms
should avoid such situations or minimize their probability.
That is why different and complicated control algorithms have
been developed for these fabrics. Good algorithm allows to
reduce resources and obtain better results (i.e. loss probability).
In my work, I will focuss on LogoN switching fabrics.
Example of such a fabric is presented in Fig. 1. There is shown
upper half (inputs and outputs from 0 to 15) of fabric with 32
inputs (and also 32 outputs). We see connections marked with
different colors. Each color corresponds to different plane. We
see, that some interstage links are used by more then one
connection, so, they have to be realized in different planes.
If there is no available color (i.e. available plane) for some
connection on a whole its path, such a connection is blocked.
In this case we assumed that we have fabric with 32 inputs
(and outputs) and it has 4 planes (It is known that 4 planes
should be enough to obtain nonblocking with good algorithm
[3]). Here we can see blocking state for connection 0-0,
because there is a conflict on path with another connections
in each possible plane. So, all of planes in this fabric, are
not available for new connection. We can rearrange existing
connections (move them to another planes) to unblock at least
one plane for new connection or new connection will be lost.
Another approaches assume different reactions, but in this
paper we will focus on analysis of internal states of fabric
and system for efficient analysis will be presented.



Fig. 3. State graph for blocked connection 0-0 in fabric with N=32 inputs

For better and easier analysis of situation of given con-
nection, state graph has been developed. Example of such
a graph is show in the Fig. 2. As a nodes in this graph,
existing connections are treated. Edges represents blocking
relations, i.e. connected nodes represents connections which
are blocking each other, it means - they have to be realized
in different planes. Now, we could mention graph coloring
problems as a solution, but they are complicated and not
efficient in this case. An efficient algorithm has been develop
and presented for nonblocking fabric [3], [8], [9]. In blocking
fabrics, which are cheaper, we have to accept possibility of
losses, but with clever algorithms, we would like to minimize
them. And this system allows us to analyze situation and con-
struct more efficient solutions. In Fig. 3 and 4 we see graphs
state for connection 0-0 which is blocked in fabrics with 32
and 128 inputs respectively. Internal state is represented by
matrices. Each plane has its own set of 3 matrices, which
are used for calculations. Matrix A stores information about
existing connections in plane. Value 1 on a position [z, y]
represents connection form input i/2 to output j/2. Due to
some mechanisms, it is possible to reduce size of matrices,
because we can treat connection < ¢,j > as a connection
from input switch to output switch < z,y >, where © = i/2,
and y = j/2. Each element of matrix B is calculated by a
complicated formula and informs about availability of this
plane for connection < z,y >. Matrix C represents costs
of realization certain connection in this plane, by comparison
costs of the same connection in different planes, algorithm
can choose the cheapest one, i.e. the optimal solution. Fig.
6 shows content of matrices which represent state, when
connections from Fig. 5 are realized. Pictures come from
software which is a graphical user interface for this system,
they contain additional information (hidden in colors, lines and
other tricks).

III. GOALS OF THIS SYSTEM

It is possible to create huge amount of examples of internal
state. To analyze all of them, dedicated software can be
used. But time for execution of such a software can be not
acceptable. So, I found a way, to generate and analyze state in

Fig. 4. State graph for blocked connection 0-0 in fabric with N=128 inputs

hardware chip, sort and filter them, and only interesting ones
are sent to PC for further analysis.

IV. SOFTWARE AND HARDWARE ELEMENTS OF SYSTEM

System is dedicated for searching states with given features
(i.e blocking states). It has GUI based on web application
[10]. This applications has connection to database, where
parameters of test and their results are stored and available for
future usage. GUI sends parameters to FPGA chips, they are
programmed to perform exactly these calculations which leads
to results. They work very fast, in one clock cycle, they can
generate and analyze one example of switching fabric state.

A. FPGA chip - Spartan-3

In this system Spartan-3 (XC3S200 [11]) is used. In our
laboratory we have more than 20 developers modules with
this chip (one of them is presented in Fig. 7). In each chip
XC3S200 there are available more than 170 user 1Os, but in
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Fig. 5. Matrix G for fabric with N=16 inputs



.0123456? B1D123456?
61100000 1 o1l1 1 10 1 0 0
a1 110001 111000100
2100011 1A 210001100
32100000 11 31000 11 ¢
s 000 ol <0 00 0o HEE
s 000 oo o s0 00 oo o
6000 0fooo 6000 0fooo
7000 oo oo 7000 oo oo
.0123456? A1D123456?
0600000000 01000000 0
110000000 100000000
2000000 0 1 200000000
3200000000 3200000100
s 000 HHEE (0 oo o HEEE
s 000 oMo o s0 00 oo o
6000 0fooo 6000 0fflooo
7000 oo oo 7000 oo oo
.0123456? 010123456?
09 9 446 6 4 9 099 994966
199996 6 4 9 199444966
294669 999 294669944
39466 4499 3294669999
«s3esslEE ¢ ¢ ¢ : HHEEE
se e s sl s: ¢ ¢ : HEE
s e s sl s: : : : HEHEE
res s -:: : : HEEHE

-qmm.hum-un.

[ T T e R T T e e =
W Om O R W N o= O E
[ T T e R T T e e =
DDDD—L—LH_L‘

c:c:c:c:_u_u_;!.n
oo oo D o o AN
oo o O D O D sk
oo oo D o s oM

HEE- - - - -

Lo B e R e R o e R e R =0 "

HEE- - - - -

DDD.DDDDE\
DDD.DDDD‘H
DDD.DDDDM
DDD.DDDD‘H

-qmm.hum-un.

[ T o B e T o Y e B o B e T I = |
[ T o TR e TR o T e B e R e QS
[ T o TR o T o Y e B o B e B o I
[ T o B o T o Y e B o B e B o T P |
BEEEE--- -~
w @M M e W N s O a
[ T o B e T o Y e B o B e T I = |
[ T e B e TR o T e B e TR S e
[ T o TR o T o Y e B o B e B o I
[ T o B o T o Y e B o B e B o T P |

DDD.DDDDm
DDD.DDDD‘H
EEEE- - - -
DDD.DDDDm
DDD.DDDD‘H

e N = o R e R = N = R S ]

HE- - - -

6 7
8 8
8 8
8 8
8 8
86l
86l
[ ]
» [l el

Bl -- -

3 4 6 7
3888 8
488838
68 88 8
6 8 8 8 8
[
[
[ ]

-qmm.hum-un.

00 00 0 @0 e e D WA
= - - R T = R T~ =R T= 0
00 00 00 Qo gy Oy = oM
N @ M kW N = O a
00 00 0 @0 e e D WA
= - - R T = R T~ =R T= 0
03 00 00 00 O Oy D e M

2 [8lfelfalls]

Fig. 6. Matrices A, B, and C for 4 planes with switching fabric state representation (fabric with 16 inputs and connections the same as from Fig 5).

our board [12], [13] only 62 of them are connected to pins. In
chip there are also 200 000 programmable gates (4320 logical
cels), all of them are available for our designs. They have
clock with f=50Mhz. All variables represented in matrices
A, B and C (see Fig. 6) necessary to realize calculations are
implemented in FPGA and run as a working hardware design
in Spartan-3 chips [14]-[16].

B. Raspberry PI

The very important element of this system is Raspberry
PI - a small computer (see Fig. 7), but it allows to connect
programmability with electronics. It works as a proxy between
programmable software and programmable hardware. It has
Ethernet connection with GUI (by RJ43 and cable or WiFi)
and general purpose input output pins, which are connected to
FPGA chips.

V. SYSTEM ARCHITECTURE

Software part, which is run on a typical PC, realizes GUI,
functionality for parameters and results storing and sending to
FPGA modules via proxy. In order to do this, it communicates
with Raspberry PI, which has physical connection with one

Fig. 7. Raspberry PI and first FPGA module.

FPGA chip. In whole system 18 FPGA chips are used, they
are connected in a row (see Fig. 8). Each of them has its
unique ID, whole control information are sent to each of
them, but only chip with given ID (which is treated as an
address) is sensitive on proper commands. This is the way to
communicate with FPGA nodes. Logical architecture od this
system is presented in Fig. 8.
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Fig. 8. Logical architecture of system

VI. EXAMPLE OF USAGE AND RESULTS

The first purpose od this system was finding blocking states
and prepare them for further analysis. Additional usage can
assume calculation of relation between states with blocking
and without blocking. In this case we obtain typical simulator.
In Fig. 9 there is presented chart with several curves which
represents blocking probability for different algorithms. Each
point of this chart has been calculated by different node of this
system. Here we see 8 curves for 4 different algorithms (the
same color means the same algorithm). Results presented here
are without statistical treatment, moreover, they are gathered
in very early state of calculation, so, they are not accurate. It
was intentional to show not overlapping points coming from
different nodes.

Fig. 9. Chart with relation of blocking and not-blocking states for different
algorithms and loads.

VII. CONCLUSION AND FUTURE WORKS

This system allows to find huge amount of blocking states
in a relatively short time. It is much faster than software run
on a PC, it uses hardware speed of FPGA chips [17]. This
system can be extended by additional hardware modules and
new features and cooperation with other similar tools [18],
[19]. I plane to move ideas presented here to bigger and newer
chips (Virtex, ZYNQ) and also analyze different algorithms for
different switching structures.
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