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Abstract –The industry is now converging towards the 

incorporation of Internet of Things (IoT) connectivity to their 

devices. Thus, a huge effort is invested towards the implication of 

well-established and efficient IoT devices. Due to the dramatic 

increase in the number of IoT devices, efficient network 

algorithms are required to manage and coordinate the 

communication between those devices. Routing Protocol for Low 

Power and Lossy Networks (RPL) is one of the routing algorithms 

that are used as routing protocol in these diverse networks. RPL 

suffers from several limitations. One of the major limitations is the 

short listening period. This limitation causes a lot of 

inconsistencies in the network such as high delay and dropping 

rate in the network. In this work, we introduce an adjustment of 

the trickle time that dynamically allocates the listening time based 

on the dropping rate in the network. The results of this work show 

significant improvement over other enhancement implementation 

on this protocol. 
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I. INTRODUCTION 

Everything that we use is connected to the Internet. From this 

point, the concept of the Internet of Things (IoT) came up [1]. 

This concept consists of two parts: Internet and things. In IoT, 

things are represented by nodes such as laptops, devices, cars, 

fridges, etc. Each node in IoT has a unique address that is 

completely different from the other nodes in the network. In 

IoT, Network uses the protocol to operate as stander a routing 

protocol that is Routing Protocol for Low Power and Lossy 

Networks (RPL) to reduce energy use and save time. RPL is 

distance vector protocol, and it used in the Internet Protocol 

version 6 (IPv6) environment. It consists of five components: 

control massage, duty cycle, Objective Function (OF) [2], the 

routing metrics and the trickle timer. It uses three different 

types of the traffic: Multi Path Process Model (MP2M), point-

to-multipoint communication (P2MP), and peer-to-peer (P2P) 

[3], [4]. 

The RPL uses the construction of the acyclic graph as a map 

representing the path between the nodes in the IoT network. It 

is built on the Directed Acyclic Graph (DAG) using the 

Objective Function (OF). In the RPL may be more DAGs. Each 

DAG contains more Destination Oriented DAGs (DODAGs) 

and is distinguished by giving an ID to each of them. Each 

DODAG contains only one root. Each node in the DODAG 

calculates its rank and chooses the preferred parent. It also 

represents a level in the graph. It is a value measured by the 

distance of the node from the root and is calculated by a specific 

OF previously specified in the DODAG. This is presented in 

Fig. 1 [5]. 

The DODAG is built as follows: First, a DODAG 

Information Object (DIO) broadcast message is sent to all 

neighbors. This message contains important parameters 

including DODAG ID, rank value, OF. This message is sent by 

the root. Each node in the DODAG receives the Information 

Solicitation (DIS). After receiving the message, the rank is 

calculated, and the preferred parent is selected. A reply to the 

DIS message from the bottom is called the Destination 

Advertisement Object (DAO). DAO is unicast because each 

node sends a reply to the DIS message. If you want a node to 

join the DODAG, you send a DODAG DIS broadcast to get the 

DIO message from neighbors in DODAG. You get this 

message from the nearest nodes as shown in the graph in Fig. 2 

in [6]. 

A routing protocol that is used widely in the IoT environment 

is the RPL [7–9]. One of the main components of RPL is the 

trickle timer algorithm. This algorithm intends to make the 

information exchanging between the IoT nodes more simple, 

scalable, and energy efficient. This algorithm has a downflow 

that limits its usage. The listening time for this algorithm is 

short, in such a way that makes the nodes have no sufficient 

time to hear each other. Thus, this reduces the network 

performance. Several enhancements were suggested to 

overcome this short flow. This work addresses those variants 

and intends to enhance over the current trickle algorithm and 

its variants/enhancements [10-14] to achieve a more scalable 

and less power consumption RPL version to meet the needs for 

IoT low power/lossy network environment. 

One interesting solution that addresses the limitation of the 

trickle algorithm is a dynamic version of this algorithm [15].  

 

Fig. 1. DODAG and DAG graphs 
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This approach dynamically allocates the listening period 

based on the number of neighbors for each node. We will 

extend this algorithm to incorporate an important factor to the 

dynamic trickle algorithm. One of the main factors that we will 

consider measuring the congestion in a network is the Packet 

Dropping Rate (PDR) [16], [17]. PDR gives sufficient 

information to dynamically adjust the waiting time based on the 

actual dropping rate that occurs in the network [18 – 21]. An 

Online Packet Dropping Rate (OPDR) estimation is sufficient 

to produce an optimal solution for trickle algorithm in IoT 

network. We will enhance the dynamic trickle algorithm by 

incorporating the OPDR. This approach is called Over-the-Air 

(OTA) testing. 

To measure the performance and accuracy of our suggested 

algorithm, we need to develop the OTA in a real-life testbed. 

Due to the difficulty of doing this, we will implement OTA 

algorithm in a simulated network. Severa network simulators 

exist like Cooja, QualNet, OMNET, OPNET, and NS-3. 

The remainder of this paper is present as follows: Section II 

shows the background of the study. Section III sheds the light 

on related works. Section IV describes the methodology 

proposed in this research. Sections V and VI give evaluation 

and results discussion, whereas Section VII concludes this 

research and provides possibilities for future work. 

II. BACKGROUND INFORMATION 

The rise of the Internet of Things has revolutionized the 

legacy internet from conventional computers that are 

interconnected in a network with a plethora of devices, those 

devices are known as smart devices. Those devices include 

different physical entities (i.e., things) such as vehicles, home 

appliances, and wearable devices, and empowered with 

networking and computing capabilities [22]. Due to the 

pervasiveness property of the IoT network, caused by the big 

number of interconnected devices, such networks require a 

well-crafted algorithm to control the flow of messages between 

the devices. This algorithm must incorporate the needs for a 

protocol that tackle a low power lossy networks infrastructure. 

Different routing protocols exist for the IoT network 

infrastructure such as RPL [8]. 

The trickle timer algorithm is an important component in 

RPL protocol [23–28]. This algorithm aims to enhance the 

information exchanging between the IoT nodes. Due to the 

limitations of this algorithm, such as the short listening time, 

several enhancements were suggested to overcome this 

limitation. One of the solutions to this problem was suggesting 

the addition of the listening period only period in the first half 

of each interval. However, the solution causes another problem, 

which is an increment of delay in propagating transmissions to 

resolve the inconsistency situation as fast as possible. Another 

problem caused by listening to the only one period is the load 

balancing problem reported in [15]. 

III. RELATED WORK 

Yassein et al introduced in [15] the enhancement in a 

dynamic algorithm to calculate the waiting period. When 

calculating the time based on the number of neighbors, the 

calculation is long if the number of neighbors is large.  

Ghaleb et al. showed in [28] the version of the algorithm 

trickle (E-Trickle) was a solution to the problem of short 

listening without a listening period. The results showed that the 

E-Trickle reduced the convergence time by 43% while 

maintaining the same energy efficiency and reliability. This did 

not entail the addition of any cost in energy consumption and 

loss of data.  

In [29], the gap that appeared previously was bridged by 

dealing only with listening to period problems only. This is 

reflected in power consumption and time convergence. E-

Trickle is integrated with the RPL routing protocol. Random 

topology was used in simulations, and the results regarding 

energy consumption were very impressive. 

In [30], an amendment to the E-Trickle algorithm to become 

Trickle-plus is showed. The goal is increasing the flexibility of 

the protocol to build the network within the best time of 

convergence and energy consumption. The number of sent 

control traffic messages and confirmed experiments and 

simulations proves that. 

Vallati et al. in [31] did a deep analysis and evaluation of 

RPL performance with a very special focus on Trickle 

algorithm and its parameter to improve network build, 

configuration time and power consumption. The nature of 

Trickle work can lead to a sub-optimal path, especially when 

the cancellation of messages is of a large extent. This problem 

is solved with a new algorithm which became Trickle-F to be 

effective in the collection of the best and more effective paths 

while maintaining the same energy consumption. 

Djamaa et al presented in [32] a simple improvement that can 

significantly reduce the delay of the trickle. This is done during 

the period of listening only with no accompanying additions 

affect this work. The result showed that this improves the time 

of consistency of Trickle with results greater than a factor of 10 

in reduction of the time of spread. 

Meyfroyt et al analyzed in [33] the mathematical algorithm 

and a modified version of the Trickle algorithm was proposed 

with the addition of a parameter to determine the length of the 

listening period only. The addition of parameter increased the 

speed in the deployment of updates and control of the number 

of transmissions and affected the distribution of the transport 

load between nodes in the network. A mathematical model 

describing how the message count and inter-transmission times 

of the Trickle algorithm depend on its various parameters. The 

study also showed how constant frequency, network size, and 

length of hearing were used. The transmission process in a 

single network is similar to that of a Markov series. 

Becker et al presented in [34] models for analyzing algorithm 

behavior that pertains to the time of consistency and to compare 

models and simulations in a different topology for the network 

to effectively detect the algorithm in the network.  

Levis et al used in [35] three different work frames to 

evaluate the trickle. The first is abstract algorithmic simulator, 

written especially for this study. The second is TOSSIM which 

compiles directly from TinyOS code. Finally, TinyOS mica-2 

motes for empirical studies are used to validate our simulation 

results and prove the real-world effectiveness of Trickle. 

 



 

IV. METHODOLOGY 

Given the intrinsic dynamic nature of the IoT, there is a need 

for an efficient algorithm to manage the routing of data between 

the nods. RPL is one solution, however, the trickle algorithm 

needed to be better optimized to cope with the needs of the IoT 

environment. The Dynamic trickle algorithms ignores the 

factors in the surrounding of network environment. When 

calculating the time based on the number of neighbors, it can 

take a long time if the number of neighbors is large. 

To measure the PDR, we need a specific time windows to do 

the calculation of the dropping rate. To do this, we will 

experiment using different time windows and see how the 

solution converges based on the surrounding factors such as the 

number of networks, network latency, etc. This work requires 

an accurate measurement metrics to measure the performance 

of our algorithm. We will investigate the existing 

measurements and pick the best that meets our needs. Also, we 

will pick a most suitable network simulator. 

The dynamic trickle algorithms ignore the factors in the 

surrounding network environment. Our work is intended to 

overcome this limitation by incorporating the packet dropping 

rate (PDR). PDR can give a real indication of the surround 

network environment. We want to calculate an online packet 

dropping rate. Based on the calculated value, we will calculate 

the new waiting time for the trickle algorithm. 

 There are two nodes exchanging information: node (A) and 

node (B). Node (A) sends some packets (S) = 1, ...., n packets 

to the node (B). Node (B) receives number of packets (R) = 1, 

... , i=n from node (A). To calculate the dropping rate (D) 

between nodes (A) and (B) ), the next formula is used: 

 D = S / R. (1) 

Based on the calculated value of the dropping rate, we will 

calculate the trickle time (T) as follows: 

 T = initial time * D (2) 

Initially, the nodes transmit at a specific rate. With increasing 

the number of nodes, some packets will be dropped. This 

dropping can measure the congestion in the network. Each node 

will calculate the dropping rate and will use this dropping rate 

to calculate the listening time in the trickle algorithm. 

V. EVALUATION  

We evaluate two approaches using Cooja simulator [36], 

[37]. The two main implementations that were compared are: 

(1) our implantation for the dropping rate (optimized dynamic 

approach), and (2) the dynamic trickle algorithm that was 

proposed in [15]. We evaluate our work based on the average 

power consumption measured in mW. 

We also investigate the packet delivery ratio, since it is the 

main indicator for the effectiveness of the network. The packet 

delivery rate measures the number of received packets over the 

entire packet that were sent between two nodes. We also use 

the inter-packet arrival time, which measures the time gap 

between the receiving of two consecutive packets. 

TABLE I 

SIMULATION PARAMETERS 

Parameter Name Values 

Simulator Cooja 2.7 

Number of Nodes 20,40,60,80 

Simulation Time 900 seconds 

Imin 212 

Imax 220 

Redundancy Factor (K) 1 

Data Packet Rate 60 second 

Transmission Range 30 m 

Reception Success Ratio 20,40,60,80,100 % 

Interference Range 30 m 

Objective Function MRHOF 

Network Topology Random 

Radio Medium Unit Disk Graph Medium 

(UDGM) Distance Loss 

 

For the previous measurement, we calculated the average of 

those measurements among the entire number of nodes.  Table 

1 summarizes the main simulation parameters that were used in 

our experiments. 

VI. DISCUSSION OF RESULTS 

The results of the comparison between the two models are 

discussed in this section. Average power consumption versus 

number of nodes is presented in Fig. 2. This figure shows the 

comparison between two approaches, dynamic and optimized. 

It is visible that the optimized approach exceeds the dynamic 

algorithm in terms of power consumption, i.e. shows better 

performance. 

Fig. 3 shows the average packet delivery ratio comparison 

between these two approaches. It shows that optimized 

approach again over-performs the dynamic algorithm, now in 

terms of average packet delivery ratio. This can be depicted 

since the optimized approach has a higher delivery ratio. 
 

  

Fig. 2. Average Power Consumption 

 

 



 

 

Fig. 3. Packet Delivery Ratio 

 

 

Fig. 4. Average Inter-Packet Arrival Time 

 

Fig. 4 shows the average inter-packet arrival time 

comparison between these two approaches. It shows that the 

optimized approach over-performs the dynamic algorithm 

according this criterion. It is possible to see from this figure that 

inter-packet arrival time is less for the optimized approach. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, we propose an adjustment of the trickle time 

according to the drop-rate. The drop-rate is the best indicator of 

the network density and the propose surrounding factor around 

the network. If the network was dense, the dropping rate would 

be high, and thus, the timer should be reduced and vice versa. 

If there were a lot of obstacles in the network, then the dropping 

rate will be high, and thus we need to increase the listening time 

and vice versa. Thus, the improvement that we introduce in this 

work covers the dynamic condition around the network. This 

work achieves the best accuracy when compared with the other 

available enhancement on the RPL protocol. 

 As a future direction, the optimal dynamic trickle algorithms 

can be evaluated using different network topology, and more 

congested network condition. We are planning to evaluate it 

under different loss model algorithms (that represent different 

network environment) to prove its robustness. We also plan to 

include the packet dropping in the beacon data so that all nodes 

in the network will know all the dropping rate in the 

surrounding nodes. So that a better and accurate model can be 

constructed for the listening time calculation. 
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