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Abstract—Spatial-temporal event detection is a crucial
task and it is usually difficult to be handled efficiently with
current algorithms and devices. It has been shown how
delayed CNN templates can be applied in machine-vision
and spatial-temporal classification. We can observe simi-
lar structures, the analogy of delayed type templates in the
retina as well, which performs well and efficiently in im-
age processing tasks. Delayed type templates can provide
us with even more flexibilities and possibilities in new ap-
plications including frameless detection of motion features.
In this article we show how cellular neural networks with
delayed type templates can be used for the identification of
gestures, movement. The detection is done by using contin-
uous dynamics without cutting the input flow into frames.

1. Introduction

The detection of spatial features on still images is well
developed and one can find many libraries for solving var-
ious image processing tasks [1]. These libraries and opera-
tions can be found for cellular neural networks (CNNs) as
well.

However it is impossible to find operations for spatial-
temporal detection, not only for CNNs but also for reg-
ular computers. Most commonly these tasks are solved
by frame-by-frame algorithms, which usually handle dif-
ferences between the consecutive processed frames. They
are usually not identifying spatial-temporal dynamics, only
spatial characteristics and derive back the temporal features
to the differences of the frames. One can find practical so-
lutions but they are all depending on temporal frequencies
(if the frequency of the input-sampling changes the result
can change as well) and are usually not robust. If one of
the frames are missing in the input-flow the results can be
very different. This shows that these methods are not iden-
tifying real spatial-temporal characteristics and are applied
in practice because of the fact, that quantized samples can
be handled in regular, transistor-based computers relatively
efficiently.

In the human vision system we can find some marvelous
examples of spatial-temporal detections. The detection of
looming objects takes place in the retina [2], and the oper-
ation of the retina is continuous, not frame-based. This de-
tection is done by continuous dynamics and with extremely
low power consumption.

Many similarities between the operation of the retina and
cellular neural networks have been shown [3]. However

the template operations in CNNs happen with the same
speed in every direction and on every cell, meanwhile in
the retina the communication time between rod, cones and
ganglion cells is different. Considering these similarities
we will examine certain type of delayed-CNNs and show
how simple spatial temporal dynamics can be used to iden-
tify continuous dynamics on these delayed type CNN net-
works. Delayed type templates can provide us with even
more flexibilities and possibilities in new applications in-
cluding frameless detection of motion features.

Spatial temporal classification is an important task and
many real-life events are hard to be investigated as con-
secutive frames. We usually examine objects, changes and
motion as continuous flows and the perception of these phe-
nomena are relatively robust. A few changes, alterations
can not influence the outcome of the detection and this is
especially true in such user friendly applications such as
gesture control. Gesture control is an important field and
the most user friendly and easy to learn interface of ma-
chine control, which can be found in almost every field of
our digitalized world [4],[5],[6]. Here we will show how
a simple architecture, a CNN with delayed templates can
be applied for motion detection and how these detections
can be used to classify and identify different movements
for gesture control.

In section 2 we describe delayed type CNNs and also a
simplified version of the general theorem which cover most
of the practical networks (including nanoscale devices) and
similarities to the retina. In section 3 we show how a class
of delayed type templates can be designed to detect given
spatial-temporal motifs in a frameless manner. In section
4 we show how delayed type templates can be applied for
gesture recognition and control and in section 5 we con-
clude our results.

2. Delayed type CNNs

Great attention have been paid to CNNs in recent years
and many publications were presented regarding image
processing [7]. The applications clearly show that these
networks can solve image and signal processing tasks effi-
ciently and with low power consumption.

Although delayed type templates have been investigated
mathematically[8], most papers investigate stability crite-
ria (with Ljapunov methods and linear matrix inequality
techniques)[9], [10]. But the applicability of such architec-
tures was not investigated properly.
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To describe a delayed type CNN architecture we require
an M × N grid, containing n = M × N processing units,
the CNN elements: The behavior of the ith element (i =

1, 2, 3 . . . n) is defined by the following delayed differential
equation:

dxi(t)
dt = −γi xi(t) +

∑
jεS i

Ai jy[x j(t)] +
∑

jεS i
AD

i jy[x j(t − τAi j (t))]
+
∑

jεS i
Bi ju j(t) +

∑
jεS i

BD
i ju j(t − τBi j (t)) + Zi

(1)

The state of the CNN cells is defined by: x(t) =

[x1(t), x2(t), x3(t) . . . xn(t)]T εRn, the state vector of the sys-
tem with initial conditions: xi(s) = θi(s)(sε[−τ, 0], i =

1, 2, 3 . . . n). γi(i = 1, 2, 3 . . . n) are the state coefficients
with γi > 0, representing the rate in which the cell will
return to resting potential (xi = 0) in isolated state. In
most papers, also in this one γi are the same for all i, and
considered unity. y(t) = [y1(t), y2(t), y3(t) . . . yn(t)]T εRn are
the output values of the cells. y(t) has to be continuous,
bounded and monotonically increasing on R, satisfying the
Lipschitz condition. In this case the nonlinearity is the fol-
lowing:

yi(t) =
1
2
|xi(t) + 1| −

1
2
|xi(t) − 1| (2)

ui(t) is the input of cell i in time t. Zi is the bias of cell
i (considered constant). Ai j and AD

i j are defining the feed-
back and delayed feedback matrices for cell i. Bi j and BD

i j
are defining the feedforward and delayed input matrices for
cell i. S i is the neighborhood, the sphere of influence of cell
i, S i contains the set of those cells which will directly in-
fluence the behavior of cell i. If the CNN is homogeneous
the values of template A, AD, B, BD are not depending on i
only on j. The transmission delays are defined as: τAi j (t)
and τBi j (t). If the delays are not changing in time we can
define them as τAi j and τBi j .

2.1. Delayed type CNNs in practice

Practical implementations of CNNs are made by cou-
pling similar cells in a cellular network. The cells can
be electrical[11], chemical[12], spin-torque oscillators[13]
etc... If we consider our cellular network as a set of ele-
ments where the coupling strength and delay will depend
on physical properties, like the distance between the ele-
ments, we can derive much simpler dynamics defining this
subset of delayed type CNNs. These networks are espe-
cially typical in the nano-scale using nano-magnets or spin
torque oscillators as cells, because here the distance be-
tween the cells is the only parameter that will determine
the connections and in the nano-scale only these type of
connections can be implemented efficiently.

To simplify our notation we can define two matrices Ac

and Ad, where Ac will define the coupling strengths and Ad

will define the coupling delays (τ).
Similarly we can do the same for the input templates:

Bc and Bd will determine the coupling. In this case we do

not have to use two different matrices, like feedback and
delayed feedback template, because if element ai j is non-
zero in one matrix it has to be zero in the other, this way
we can melt these two matrices into one:

dxi(t)
dt = −γixi(t) +

∑
jεS i

Aci j y[x j(t − τAdi j
(t))]

+ +
∑

jεS i
Bci j u j(t − τBdi j

(t)) + Zi
(3)

3. Template design for delayed type CNN templates

In this section we show how templates can be designed
for delayed type CNNs defined in section 2.1. Similarly to
the driving point plot in regular CNNs, in certain cases we
can design templates for given spatial-temporal functional-
ity.

If the delay between elements is one directional, which
means only one of the elements will affect the other and
there are no retroactive coupling, the templates can be de-
signed easily. In case of homogeneous CNNs this means
that if a template value in Ad is non-zero, the opposite value
(mirrored to the central element of the template) has to be
zero. In case of heterogeneous CNNs this condition is ful-
filled if the connectivity graph of the cells (an edge is drawn
from node i to node j, if i is coupled to j with a given non-
zero tau) forms a directed acyclic graph. Although this con-
straint may seem strict at first glance, we will see in section
4 that many of the practical tasks can be solved with tem-
plates fulfilling these conditions.

If the conditions above are fulfilled we can define sepa-
rated time-planes for every element and we can start tem-
plate design from the element which is not determined by
any other cells and continue the design on the other, con-
secutive planes. Although in theory this method is feasi-
ble, in practice the iterations define driving-point plots for
every time-planes, which can mean in practice a few thou-
sand different driving-point plots and template designs. In
practice we can design the templates by computer programs
which can easily handle a few thousand driving-point plots.

In the following section we will show simple examples
how templates can be designed for detecting movement
with given speed and direction and how templates can be
designed to detect different spatial-temporal trajectories.

3.1. Detecting objects with a given speed

In this section we will show how we can design a de-
layed template that identify objects moving slower than a
given speed in a given direction. We assume for simplic-
ity that the objects are black and are moving in front of a
white background. Let be the direction of the movement a
diagonal, south-east direction and the threshold velocity of
the detection v. We will note τv the time required for the
object to move from one cell to its neighbor with speed v.

Our task is to design a template which will excite the cell
only if the object is ’in the cell’ in the current state and was
τv time ago in the neighboring cell defined by the direction
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of the movement. The simplest B template detecting this
spatial-temporal dynamics will be:

Bd =

τv 0 0
0 0 0
0 0 0

 Bc =

1 0 0
0 1 0
0 0 0

Z = −1 (4)

The cell with these templates will be excited only if its
current input is black and its neighbor was black τv time
ago. It is easy to see that this template implements the
desired functionality and detects all objects which moved
slower than the given v velocity. We can also adjust our
template, that after a cell got excited it will remain in ex-
cited state regardless from the input-flow. We can also de-
sign a template that will excite the cells only for a prede-
fined time, and after this the cells will return to their normal
state.

4. Gesture detection

In [14] we have shown how these templates can be ap-
plied for spatial-temporal detection with simple moving
objects. In this section we will show how these continuous
detections can be applied to identify trajectories in gesture
control.

Gesture control is the most intuitive and user friendly
interface between humans and computers, but the identifi-
cation of proper gestures is a difficult task. One can easily
distinguish between different gestures, movement based on
their speed and trajectories however this task is computa-
tionally expensive for a traditional computer and for im-
age processing algorithms, which examine the trajectory as
consecutive frames.

With the previously described templates one can easily
identify certain trajectories on the image.

4.1. Robust identification of a trajectory

An important phenomena in case of trajectory detection
is that only relative movement and position changes are
taken into account. Usually it does not matter where a tra-
jectory starts. This relative motion is inherently identified
by the local connections of the CNN. In case of a homoge-
neous network the result of the device will always be the
same regardless of the starting point of the trajectory (of
course the position of the result will be different). After a
possible trajectory detection we only have to check for ex-
cited pixels and if they can be detected, we can know that
a trajectory matching the desired properties has occurred.

With this approach we can easily identify trajectories
which are matching, are identical to the reference trajec-
tory. Unfortunately real life trajectories are seldom iden-
tical, usually small intervals differ according to their rel-
ative position or speed. In order to create a proper ges-
ture control system we have to extend our detection to be
able to allow small disturbances in the trajectory. These

disturbances can be observed in both space and time si-
multaneously. Changes in temporal coordinates (an altered
velocity ) of an object is easy to handle by changing the de-
lay value between the connected elements. This parameter
determines the speed limits in which objects are detected,
by using a larger parameter, objects in a wider interval of
speed can be detected.

Spatial detection is however more crucial and difficult to
handle. We would like to detect a trajectory if only a small
percent of the trajectory differs from our reference version.
To do this we have to allow a trajectory to move into an
other direction for a limited time, and for a limited amount
of pixels. To do this we need to design templates that are
not specific for a single direction but allow multiple direc-
tions. For example in case of an upward moving trajectory
an object can move a few pixels left or right but we can
not allow it to move down. And only a short period of left
or right movement can be allowed, a long movement not
matching our trajectory should not result a detection. This
conditional detection can be done by extending the tem-
plate values. As an example we show how delayed type
templates can detect object which are moving to the right,
but for a certain amount of pixels they can move upwards
too. The amount of pixels can be tuned by changing the
values is the Bc template.

Ad =

 0 0 0
0 0 0
τ∗v 0 0

 Ac =

0 0 0
5 0 0
5 0 0


Bd =

 0 0 0
τ∗v 0 0
τ∗v 0 0

 Bc =

0 0 0
4 7 0
2 0 0


Z = −4

(5)

Based on the previous examples and methods we have
generated a setup, which is able to detect hand movement
according to predifined trajectories. The different spatial
movements and the velocity of the movement are identi-
fied by delayed type CNN architectures and it can trans-
late it to stored commands. The system in its current state
can distinguish between four different directions (the max-
imal component of the velocity vector) and three different
speeds. This can define a user interface containing 12 dif-
ferent gestures identified by a homogeneous delayed type
CNN. An example input- and output-frame of the simu-
lated system can be seen on Figure 1. With the usage of
heterogeneous CNNs even more different trajectories could
be distinguished.

5. Conclusion

We have described the theory of delayed type CNN tem-
plates and also introduced a method to design simple de-
layed type CNN templates for spatial-temporal detection.
We have showed how these templates can be implemented
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(a) Input Image (b) Image from the delayed
CNN network

Figure 1: A simple example of our setup and an example
frame that shows how our setup is able to detect only mov-
ing objects on the image. This movement detection can be
restricted to certain speed and trajectories and this way it
can be applied in gesture control.

and used in practical applications like a user interface based
on a delayed type CNN for control.

The novelty of our method is frameless processing,
which differs from common image processing techniques.
We do not process spatial temporal signals as sequences
of frames by discrete operations or processing individual
frames and then combining or subtracting them from each
other. Our detection is a result of interacting continuous
dynamics combined with the dynamics of our device. The
detection does not need temporal quantization and it can be
applied in case of extremely fast events as well. We think
this kind of detection can be applied in those cases where
there are no inherent clock cycles, like in most of the cur-
rently researched nano devices, like spin-torque oscillators.
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