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A chaotic spiking oscillator that acts as a filter of spike trains
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Abstract—We propose a chaotic spiking oscillatorthreshold, an&,: represents output spikes. Internal state
model that functions as a filter of spike trains, in which inincreases monotonically towargs; with w. The oscillator
putoutput signals are spike pulses. The oscillator receivesitputs spikeS,  whenx exceedsgy.
periodic spike inputs, and the internal state of an oscillator It is noted thatx is never reset unlessreachess; even
is mapped by a nonlinear function, otherwise the internaf the oscillator outputs spik&e. This is a unique feature
state increases with a constant rate. The oscillator outpuiéthe proposed model. Whenreachesx g, X is reset to
a spike pulse when the internal state exceeds a threshold f&ro. Internal stat& is mapped as
firing. This model uses the input-spike interval as a bifur-
cation parameter; that is the input-spike interval changes x— f(x) if Sip =1, 3)
an attractor of the internal state. If the firing threshold is
outside of the range of the internal state determined by tivéhere f(-) is the update function of, andS;, represents
attractor, the oscillator outputs no spike. The oscillator acigput spikes.
as a filter of spike trains by this characteristic. In this study, Figure 1 shows the timing diagram of the updating
we show that the oscillator acts as a low pass filter, a barsgtheme. When no spikes output, the oscillator outputs
stop filter, and a filter combining both characteristics bypikes with constant periogs;/w as shown in Fig. 1(a).
changing the firing threshold. The update result ok depends on timing becausein-
creases constantly as shown in Fig. 1(b). Firing time of the
oscillator is changed by Eq. (3), which varies spike-interval
of Sgut. The range ofk is determined by attractors gener-

Among many oscillator models were proposed so faated byS;, and f(-). The attractors determine the filtering
[1, 2, 3, 4], pulse-coupled oscillators transmit informatiorcharacteristics, which is determined by settipgand Xt
between each other with pulse timing [4]. The oscillatorshdividually.
can output periodic and chaotic spike trains, which was im-
plemented by a discrete electronic circuit [5, 6, 7], and b
CMOS integrated circuits [8].

_ _In order to express various in_formati_on by spike pattern_%_l_ Simulation method
it is necessary to generate various spike patterns including

1. Introduction

¥3. Simulation and analysis method

outpugnon-output of spike pulses. Outpoubn-output of In order to simplify numerical simulations, we defined
spikes to the input-spike patterns can be considered asaeturn map ok between input spike timing and the next
filter of spike trains. timing in Sj,. We conducted numerical simulations, and

We propose a chaotic spiking oscillator that functions asalculated spike-interval,,; of Sqy: Using this return map,
afilter of spike trains. Our oscillator outputs a chaotic spikevhereT, is defined as the time-interval between adjacent
train or no spikes according as the input spike interval. Ispikes, and time-step is defined by input-spiie We as-
this study, we investigate the relationship between the psumed the spike width to be negligibly small. In this study,
riod of input-spike trains and the output-spike interval owe employed a chaotic neuron model [9]f49:
the firing rate.

f(X) = kx+ a/(1+ exp(kx+ 0.5)/¢€)) + a, (4)

2. Mathematical model of the oscillator
where we sebv = X% = @ = 1 ande = 0.05,k anda are

Internal statex of the oscillator is expressed as treated as parameters in this model.
Internal statex increases byuTi, until it is updated by

X = wtl n_qde Xists 1 input-spikeS;,, whereTj, is the input-spike interval. Inter-
_ X=X, nal statex, 1 at time-stepi(+ 1) is expressed by
Sout = { 0 if X # X, @ "
wherew is the natural frequency, continuous time Xs; Xpi = X +wTin mod X, (5)
the resetting threshold for the internal statg, the firing Xier = T(Xpi), (6)

- 723 -



(a) 4. Numerical simulation results

X
S (x)*\‘..-..' ............. Xrst 4.1. Relation between Input and Output-spike inter-
‘ Xy, vals
t We investigated o, whenTj, is varied. The first 10,000
S input-spikes were assumed to be transition time. We used
out t the following parametersk = 0.97,a = -0.5, andxy, =
®) x X x. 05.
7! Pt X Figure 2 shows the change B, andCnay for different
S (x)*\y /} \/ o L, TS Tin. Our proposed oscillator exhibits bifurcation phenom-
‘ 1 1 . =X ena whenT;, is changed as shown in Fig. 2(a). There
Xp,i-1 | )*/ H “““ - "5 ¢ are regions wher€nax = 1 and those wher€pnayx <
i1 X § B 1 as shown in Fig. 2(b). This result means that the
S. T,-n | obtained spike-trains contain periodic and chaotic spike-
n - — t trains. Moreover, output-spike interval,; equalsTi, in
the region of about.@ < Ti, < 0.7.
Som Tout Figure 4 shows time-series &f f(X), Sin, andSeu:. Al-
I t though parameters off(x) are the same in all cases, the

ranges ofx are diferent as shown in Fig. 4 wheR, is
) o ) ) ) changed because input-spike interVal is one of the pa-
Figure 1: Timing diagram of updating scheme: (a) withoufameters as expressed by Eq. (5).
spike inputs and (b) for periodic spike inputs.

4.2. Firing rate
wherex,; is the internal state just before updating as shown

in Fig. 1(b). We calculat@; according toT;, and Xg; We investigated the firing rate for varioksa, X, and
given by the following equation: Tin, where the firing rate is defined as the ratio of the num-
ber of output-spikesn to that of input-spikes in time-
Xeh — X if X > X, window nTj, as shown in Fig. 3. We set heme= 100.
Xai = { Xth — Xi + Xest i Xen < Xi. ) Figure 5 shows that firing-rat@/n is small whenTy, is

short (high frequency). Figure 5(c) includes regions where
When xgi/w < T, spike Soy is outputted because firing-rate m/n equals zero (black regions), which means
reaches«y before next spiké, is given. Whenxy;/w > the oscillator is turnedf&. We can consider these black
Tins Xpi < Xh and Xn < X1, Sout iS Outputted at the regions asutgfregions of afilter. If we sety, at the values

same timing withS;,. Whenxg;/w > Tin, Xpi > X and  indicated by white broken lines in Fig. 5(c), the oscillator
Xih > Xi+1, Sout iS NOt outputted. acts as the following filters: (1) a low-pass filter, (2) a band-
stop filter, and (3) a filter combining both characteristics.

3.2. Analysis method

We distinguished between periodic spike-trains ang Discussion
chaotic spike-trains using the maximum valDg,x of the '
normalized autocorrelation functi@q) as defined by the

. . The input-spike intervarlj, acts as a bifurcation param-
following equation.

eter as shown in Fig. 2(a). The bifurcation diagram in

this figure can be scaled by periogy/w of the oscilla-
7 (8) tor. Therefore, the resolution dfi, can be improved by
(TJ-2> reducingx.s;/w, which is an advantage when the oscillator

is implemented in an electronic circuit. If we repres&nt

wherej is the index of output-spik8q, T; is the output- in the voltage domain we can control the bifurcation pa-
spike interval betweerj-th and ( + 1)-th output spikes, rameter at high resolution without expanding the voltage
'fq = T4 - (Tj), and(T;) denotes the long-time averagerange. We can observe even a long periodic orbit that has
of T; with respect toj. If the spike-train is periodicCnax  been dificult to observe until now. As with the bifurcation
equals unity. For a chaotic spike-traldy,« is smaller than diagram, the firing rate shown in Fig. 5 can also be scaled
unity. In this analysis, we set= 1,000 and the number of by x.st/w. Therefore, the cutbregion of the oscillator can
spikes for averaging is 10,000. be change by scalings;/w.

clo = Lk
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(a) 1 . . " : varying the firing threshold. We showed that the oscillator

S acts as a low pass filter, a band stop filter, and a filter com-
08l ‘ \k/ ) bining both characteristics by varying the firing threshold.
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Figure 3: Definition of time-windowmT;,.

6. Conclusion

We proposed a chaotic spiking oscillator that acts as
a filter of spike trains. In numerical simulations, we in-
vestigated behaviors of the oscillator when periodic spike-
pulses are given. The obtained spike-trains were analyzed
by the normalized autocorrelation function.

As a result of numerical simulations, chaotic and peri-
odic spike-trains were included in the obtained spike-trains.
The oscillator outputted no spikes according as the value
of the input spike interval. This characteristic changes by

-725-

A. T. Winfree, The geometry of biological time
Springer, 2001, vol. 12.

R. Perez and L. Glass, “Bistability, period doubling bi-
furcations and chaos in a periodically forced oscilla-
tor,” Physics Letters Avol. 90, no. 9, pp. 441-443,
1982.

R. E. Mirollo and S. H. Strogatz, “Synchronization of
pulse-coupled biological oscillatorsS1IAM Journal on
Applied Mathematigsvol. 50, no. 6, pp. 1645-1662,
1990.

K. Mitsubori and T. Saito, “Mutually pulse-coupled
chaotic circuits by using dependent switched capaci-
tors,” IEEE Trans. Circuits and Systems I: Fundamen-
tal Theory and Applications/ol. 47, no. 10, pp. 1469—
1478, 2000.

H. Nakano and T. Saito, “Grouping synchronization
in a pulse-coupled network of chaotic spiking oscilla-
tors,”IEEE Trans. Neural Networksol. 15, no. 5, pp.
1018-1026, 2004.

Y. Matsuoka, T. Hasegawa, and T. Saito, “Chaotic
spike-train with line-like spectrum[EICE trans. Fun-
damentals.vol. 92, no. 4, pp. 1142-1147, 2009.

K. Matsuzaka, T. Tohara, K. Nakada, and T. Morie,
“Analog CMOS circuit implementation of a pulse-
coupled phase oscillator system and observation of
synchronization phenomenalNonlinear Theory and

Its Applications, IEICEvol. 3, pp. 180-190, 2012.

K. Aihara, T. Takabe, and M. Toyoda, “Chaotic neural
networks,”Physics letters Avol. 144, no. 6, pp. 333—
340, 1990.



0.8 m/n
o)

X 06 €Y
Y

3

1
c
4

1
5
A UL

10040 10042 10044 10046 10048 10050

O \ (®)
X o6
<

10040 10042 10044 10046 10048 10050

08 (©)

1
5
J NI

10040 10042 10044 10046 10048 10050

02 04 06
Tin/w

Figure 4: Time-series of state variableupdate function Figure 5: Firing-raten/n of the oscillator: (ajy = 1,a =
f(x), input-spikeS;,, and output-spiké&,; obtained with —0.5, andxy, = 0.5; (b)k = 0.97,@ = 1, andxy, = 0.5; (c)
different spike-intervali,: (a) Ti, = 0.2 (period two), (b) k = 0.97,« = 1, anda = —-0.5. We considered the period
Tin = 0.31 (chaos), and (¢}i, = 0.98 (period three). The n=[0,10000] as transition time.

blue and red lines represexiand f (), respectively.
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