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Abstract—In this paper, we study the head position seek
control of hard disk drives. We propose to combine the ref-
erence management method using reference governor with
outer feedback and the model following control method.
We apply the former method to the control model, which is
a low-order nominal model, and the control input and the
output for the control model are used the control input and
the reference signal for the real hard disk systems, which
has the high-order resonant term and with parametric un-
certainly.

1. Introduction

Head position control of hard disk drives(HDDs) is a
typical application in nano-scale servo control. Recently,
many peoples extensively study this control issue[1]–[4].

When we consider the long seek control of HDDs, to
achieve fast seek, we need to treat HDD system as a con-
strained system since armature current of voice-coil motor
must be limited for the protection of the motor. Thus, we
study the long seek control of HDDs in the framework of
the control of constrained systems. Many control methods
has been proposed[5]– [8]. One of the most popular ap-
proach is reference input shaping/management method.

In the HDD benchmark problem, the model of the swing
arm consists of a double integrator, which is obtained by
assuming it is a rigid body, and high-frequency resonant
modes, and, hence, it is a (3 + 12)-th order system. More-
over, high-frequency resonant modes has some uncertain-
ties. Therefore, the full-order model is too complicated,
and it is not adequate to use it as a model for control.

In this paper, we propose to control HDD systems by
combining the Reference input Governor (RG) with a outer
feedback [8] and the model following control scheme [3].
Considering the double integrator as a nominal plant, we
design a stable servo system (we call it as a nominal ser-
vosystem), and use the RG to governs the reference input
so that the constraint condition is satisfied. To control the
real HDD systems, we adopt the model following control
scheme, that is, the control input for the nominal plant is
also used as the control input of the real HDD system; the
control output of the double integrator is used as the ref-
erence input for the real HDD system; the error between
control output of the double integrator and the real HDD

system is feedbacked so that the real HDD system follows
the behavior of the nominal servosystem. Moreover, we
apply the proposed method to the HDD benchmark prob-
lem [1, 2] and show that it works well and we can achieve
0.4848[ms] seek time, which is fastest seek time under the
condition that we use a single rate control with sampling
time 3.7879× 10−2[ms].

2. Problem Setting

2.1. Seek Control Problem of Hard Disk Drive

In the benchmark problem of HDD shown in [1, 2], the
plant model Pf (s) is given by

Pf (s) = Kp

(

1

s2
+

7
∑

i=2

Ai

s2 + 2ζiωis + ω2
i

)

e−Td·s, (1)

where the first term (i.e., the double integrator 1/s2) is the
model of the swing arm by considering it is a rigid body,
the second term denotes high-frequency resonant modes,
and Td is the delay time to compute the control input and
so on by computer (See [1, 2] for details).

We consider seek control of head position of HDD. We
consider the following specifications.

1. Seek target is 10 [track], that is, the constant reference
input is 10.

2. The disturbance (sensor noise, flutter disturbance, re-
peatable run out, force disturbance etc.) would be ne-
glected. But uncertainty of the plant need to be con-
sidered. For this sake, the following specifications
3 and 4 must be satisfied for 18 full-order perturbed
models Pf .

3. The input uf , which is the armature current of voice-
coil motor, has the constraint such that |uf (t)| ≤
0.1[A]. 1

4. Seeking time is defined as the time required for the
system to settle within ±0.1[track] of the target track.

1In benchmark problem in [1, 2], there is no the input saturation.
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2.2. Controller Design

To cancel or suppress the resonance modes included in
Pf (s), we use notch filter Nf (s) given by

Nf (s) =

7
∏

i=2

s2 + di2ζiωis + ω2
i

s2 + 2ζiωis + ω2
i

(2)

where ωi = 2πfi, ζi and di are frequency in center, width
and depth of notch, respectively, and their values are shown
in Table 1.

Table.1. Design parameters of notch filter.
i fi[Hz] ζi di

2 3000 0.9 0.91
3 4100 0.2 0.25
4 5000 0.2 0.10

i fi[Hz] ζi di

5 7000 0.4 0.05
6 12300 0.5 0.17
7 16400 0.5 0.17

The plant model Pf (s) is (3 + 12)-th order system.
and the total notch filter Nf (s) is 12-th order, and, hence,
Moreover, high-frequency resonant modes has some uncer-
tainties. Therefore, Pf (s)Nf (s) is too complicated, and it
is not adequate to use it as a model for control. In this re-
spect, we will use

Pm(s) =
Kp

s2
e−Td·s, (3)

as a nominal model, and we adopt the model following con-
trol scheme [3].

Since we consider the digital control, we compute dis-
crete time models Pm(z) and Pf (z) of Pm(s) and Pf (s),
respectively. These discrete time models are computed
using Matlab function c2d with the sampling time Ts =
3.7879 × 10−2[ms] and the option ’zoh’. We also com-
pute discrete time notch filter Nf (z) of the continuous time
notch filter Nf (s) by applying Matlab function c2d with
the sampling time Ts and the option ’matched’.

In Figure 1, characteristic of Pm(z), Pf (z) and
Pf (z)Nf (z) are shown by the dotted line, the dashed line,
and the solid line, respectively. From the figure, we can see
that the characteristic of Pm(z) gives a good approximation
of that of Pf (z)Nf (z) in low and middle frequencies.

To construct servo systems for the nominal system
Pm(s) and the full-order plant Pf (s)Nf (s), we design con-
trollers Cm(s) and Cf (s), respectively,

Cm(s) = Km

αms + 2πFm

s + αm2πFm

(4)

and

Cf (s) = Kf

αfs + 2πFf1

s + αf 2πFf1
×
(

1 +
2πFf2

s

)

, (5)

where Km = 9.83× 10−4, αm = 1.32× 102, Fm = 8.43,
Kf = 3.78× 10−7, αf = 2.65× 102, Ff1 = 42.1, Ff2 =
50.0.
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Figure 1. Frequency response of Pm(z),Pf (z), and
Pf (z)Nf (z).

Discrete time controllers Cm(z) and Cf (z) of continu-
ous time controllers Cm(s) and Cf (s) are obtained, respec-
tively, by applying Matlab function c2d with the sampling
time Ts and the option ’matched’.

The nominal servo system is given by
{

Y (z) = Pm(z)U(z),
U(z) = Cm(z)[R(z) − Y (z)].

(6)

and the real servo system is given by
{

Yf (z) = Pf (z)Nf (z)[U(z) + Ufl(z)],
Ufl(z) = Cf (z)[Y (z) − Yf (z)],

(7)

when we apply the model following control scheme.

2.3. Constrained Control Problem

Let the state space representation of the normal servo
system be given by







x[k + 1] = Ax[k] + Br[k], x[0] = x0

y[k] = Cx[k], u[k] = Lx[k] + Dr[k],
k ∈ Z+ = {0, 1, 2, · · · },

(8)

where x, x0 ∈ R
n, r ∈ R, y ∈ R and u ∈ R are the

state, the initial state, the reference input, the controlled
output, and the control input of the servo system, respec-
tively. Note that A is stable, (A,B) is reachable, and for
any r̂ ∈ R

m, there exists a unique x̂(r̂) such that

x̂(r̂) = Ax̂(r̂) + Br̂, Cx̂(r̂) = r̂. (9)

We assume that the initial state x0 locates in a neighbor-
hood of x̂(r0) for some r0.

In our problem setting, u[k] is the constrained variable
and it is required that |u[k]| ≤ 0.1, and we keep the con-
straint by managing r[k].

In future, we may treat additional constraints. We use
z[k] instead of u[k], that is, z[k] = Lx[k]+Dr[k] ∈ RNz is
the vector of constrained variables. Let x[k; x0, r[·]] is the
state of (8) when both the initial condition x[0; x0, r[·]] =
x0 and the reference input r[·] are given. Then, the con-
straint is represented by

z[k; x0, r[·]] ∈ Z ⊆ R
Nz ∀k ∈ Z+, (10)
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where Z ⊆ R
Nz is a polyhedral set defined by

Z = {z : h>

i z ≤ 1, i ∈ Nc}, Nc = {1, 2, · · ·Nc}. (11)

3. Seek Control of HDD Benchmark Problem Using
RG with an Outer Feedback and Model Following
Control Scheme

3.1. Maximal Output Admissible Set

The concept of the maximal output admissible set [5]
defined below plays crucial role to keep the constraint con-
dition to be satisfied.

Definition 1 For a constant reference r̂ ∈ R, the Max-
imal output Admissible Set (MAS) corresponding to r̂, de-
noted by Ω∞(r̂), is defined by

Ω∞(r̂) = {x0 ∈ R
n | z[k; x0, r̂] ∈ Z , ∀k ∈ Z+}.

Reference input Governor (RG) governs the reference input
r[·] so that the constraint condition (10) is satisfied[5].

Note that MAS is a positively invariant set, that is,

x[k; x0, r̂] ∈ Ω∞(r̂) ⇒ x[k + 1; x0, r̂] ∈ Ω∞(r̂).

Therefore, once the state x[k1] of system(8) enter the max-
imal output admissible set Ω∞(r∗), we set r[k] = r∗ and
have x[k; x[k1], r

∗] ∈ Ω∞(r∗) for all k ≥ k1.

Remark 1 Let x̂(r̂) be the equilibrium point of system (8)
corresponding to r̂ and let ẑ(r̂) = Lx̂(r̂) + Dr̂. Define
e[k] = x[k; x0, r̂]− x̂(r̂). Then, we have e[k +1] = Ae[k],
and e[k] = Ake[0] = Ak(x0−x̂(r̂)), z[k; x0, r̂] = Le[k]+
ẑ(r̂). Therefore, Ω∞(r̂) is also represented by

Ω∞(r̂) = {e0 + x̂(r̂) : LAke0 + ẑ(r̂) ∈ Z , k ∈ Z+}

= Ω′

∞
(r̂) + x̂(r̂) (12)

Ω′

∞(r̂) = {e0 : LAke0 + ẑ(r̂) ∈ Z , k ∈ Z+} (13)

Note that, in general, Ω′
∞(r̂) depends on r̂. However,

from (13), we can see that Ω′
∞(r̂) = Ω′

∞(0) for all r̂ such
that ẑ(r̂) = 0. For the HDD system we consider in Section
3, we have ẑ(r̂) = 0.

3.2. Outer Feedback Controller

In this paper, we want to determine {r[k]}∞k=0 so that
not only the constraint is satisfied but also we have a good
performance.

Suppose that an initial state x0 of system (8) and a con-
stant reference input r∗ are given. Consider the following
optimization problem[6, 7]:

(QP1) :

{

minr[k] J({r[k]}N
k=0; x0, r

∗)
subject to (8) and (10)

where J({r[k]}N
k=0; x0, r

∗) =
∑N

k=0(|y[k] − r∗|2 +
w2

r |r[k]−r∗|2). The control method using the optimal solu-
tion {r[k]}N

k=0 of (QP1) is called as Reference input Shap-
ing(RS) method[6]. Note that (QP1) depends on x0 and r∗,
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Figure 2. Block diagram of the proposing control system
using a reference governor and the model following control
scheme.

and, it takes a huge computing time when N is large, and,
hence, we can not use RS method on line in such a case.

Lemma 1 Let (ε̂, Q̂, Ŷ ) be the optimal solution of (LMI 1).

(LMI 1) :



























min
ε,Q,Y

ε

subject to Q = Q>, Q − I � 0,




Q (∗21)
> (∗31)

>

(∗21) Q 0
(∗31) 0 εI



 � 0,

where ∗21 = −(AQ + BY ), ∗31 = −(SQ + RY ), S =
[C> 0]>, and R = [0 wr]

>.

Set P̂ = Q̂
−1

, Kr = Ŷ P̂ , r[k] = Kr[x[k] − x̂(r̂[k])] +
r̂[k] in (8). Then, closed system becomes

x[k + 1] = G[x[k] − x̂(r̂[k])] + x̂(r̂[k]), (14)

where G = A + BKr, x̂(r̂[k]) = (I−A)−1Br̂[k], and we
have

G>PG − P +
1

ε
(S + RKr)

>(S + RKr) ≺ 0. (15)

Moreover, if constraint (10) is satisfied for a given initial
state x0 of system (14) and constant reference input r̂[k] ≡
r∗, then we have

J̃({r[k; r∗]}∞k=0; x0, r
∗) ≤ ε|x0 − x̂(r∗)|2. (16)

For the closed loop system (14), the MAS Ω̃∞(0) =
{e0 : LGke0 ∈ Z , k ∈ Z+} is computed, and RG
determines r̂[k] when x[k] is given. More precisely, sup-
pose that the constant reference input r∗ is assigned. Let
r(λ) = (1 − λ)r0 + λr∗ for λ ∈ [0, 1], where r0 is the
reference input given in assumption (see blow (9)). When
x[k] is given, RG determines the maximum λM ∈ [0, 1]
such that x[k] ∈ Ω∞(r(λM )) and set r[k] = r(λM ).

The structure of our proposing control systems is shown
in Figure 2, where Kf = (I−A)−1B = [0.00052 0 0 0]>

and Kr = Ŷ Q̂
−1

= [−410.63 − 183.34 − 1.81 1.01],
where (ε̂, Q̂, Ŷ ) is the optimal solution of (LMI 1).
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4. Simulation Result

The simulation result of proposing control scheme is
shown in Figures 3 and 4. In Figure 3, we show the ref-
erence input r[k] and the output y[k] of nominal servo sys-
tem by solid lines when we use the proposing method (that
is, the RG with an outer feedback). To show the validity of
adopting the RG with outer feedback, we also show the ref-
erence input r[k] and the output y[k] by dotted lines when
we apply the RS method. Note that the reference input r[k]
for the RS method is the optimal solution of (QP1).
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Figure 3. Reference input r[k] of servo system and output
y[k] of nominal plant Pm.

In Figure 4, we show the control input u[k] of the nom-
inal servo system and the control input uf [k] of the real
servo system by the solid line when the proposing method
is applied. At Figure 4 left, the dashed line denotes u[k]
when the RS method is used. From Figures 3 and 4, we can
see that the method using the RG with outer feedback gives
a good approximation of the optimal solution of (QP1).
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Figure 4. Control input u[k] of the nominal servo system
and and control input uf [k] of full-order plant Pf .
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Figure 5. Output yf [k] of full-order plant Pf .

In Figure 5, we show the output y[k] for 18 full-order
perturbed models Pf when the proposing method is ap-
plied. Overshoot of output yf [k] of full-order plant Pf is

about 0.08[track], and the seek time is about 0.48 [ms], and
is shorter by 10% than seek time in paper [4].

5. Conclusion

In this paper, we propose to use combination of the refer-
ence governor with outer feedback and the model following
control scheme for HDD benchmark problem. We achieved
the shortest seek time for the benchmark problem using a
single rate control. In this paper, we neglect the distur-
bance because of the benchmark problem setting. But the
suppression of disturbance is needed for real applications.
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