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Abstract—In this paper, we propose a melody retrieval
system using self-organizing map with refractoriness. This
system can retrieve melodies from the key melody which
is given by MIDI keyboard. In the proposed system, the
stored melodies are divided into phrases composed of four
bars, and the features on pitch and phonetic value are em-
ployed. Since the proposed system is based on the self-
organizing map with refractoriness, the plural neurons in
the map layer corresponding to the input key melody can
fire sequentially because of refractoriness of neurons. We
confirmed that the proposed system can retrieve correct
melodies from the key melody which is given by MIDI key-
board in 98.5% cases.

1. Introduction

Recently, some melody retrieval systems which make
use of flexible information processing ability of neural net-
works have been proposed. The conventional methods for
music retrieval generally can be classified into the two
groups; (a) retrieval from title, composer, words and so
on, and (b) retrieval from a part of melody. As the mu-
sic retrieval methods from a part of melody, some systems
has been proposed[1]–[6]. For example, in the system in
ref.[6], although plural melodies corresponding to the key
melody, the key melody has to be expressed in a specific
format which is called ABC notation using the ASCII char-
acter set.

In this paper, we propose a melody retrieval system by
self-organizing map with refractoriness which can retrieve
melodies from the key melody which is given by MIDI key-
board. In the proposed system, the stored melodies are
divided into phrases composed of four bars, and the fea-
tures on pitch and phonetic value are employed. Since the
proposed system is based on the self-organizing map with
refractoriness[7], the plural neurons in the map layer cor-
responding to the input key melody can fire sequentially
because of refractoriness of neurons.

2. Features of Melodies

In the proposed system, pitch and phonetic value and
keyword (genres of music) are used as features of melodies.

2.1. Features on Pitch and Phonetic Value

In the proposed system, melodies are divided into phrase
(four bars), and the features on pitch and phonetic value
of sounds in each phrase are defined. Here, consecutive
sounds whose pitch are same are treated as a block, and
features on pitch and phonetic value are defined per block.

2.1.1. Feature on Pitch

In the proposed system, feature on pitch of sounds is de-
fined per block.

The feature on pitch at the block i in the phrase n of the
melody m, XP(m,n)

i is given by

XP(m,n)
i =



(P(m,n)
i − P(m,n)

1 )
Nmax

di ff
+ 0.5,

(1 ≤ i ≤ N(m,n))
−1, (N(m,n) < i ≤ Nmax

b )

(1)

where P(m,n)
i is the pitch of the sound at the block i in the

phrase n of the melody m. In the proposed system, the
sound between C3 and C7 are used, and 0∼48 are assigned
to them. Nmax

di ff is the maximum of the difference of two
pitch and Nmax

di ff is set to 96 in the proposed system. And
N(m,n) is the number of blocks in the phrase n of the melody
m. Nmax

b is the maximum number of sounds in each phrase,
and Nmax

b is set to 64 in the proposed system.

2.1.2. Feature on Phonetic Value

In the proposed melody retrieval system, (1) length of
sounds per block and (2) length of each sound in the block
are used as features on phonetic value.

(1) Length of Sounds per Block

The feature on length at the block i in the phrase n of the
melody m, XL1(m,n)

i is given by

XL1(m,n)
i =



L(m,n)
i

Lmax ,
(1 ≤ i ≤ N(m,n))

−1, ( N(m,n) < i ≤ Nmax
b )

(2)

where L(m,n)
i is the length of the block i in the phrase n of

the melody m. In the proposed system, the minimum length
(unit length) is set to the length of the demiquaver. And,
Lmax(=16) is the length of the whole note. In the proposed
system, the rests belongs to the block including the previ-
ous note.
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(2) Length of Each Sound in Block

The feature on length of the sound j at the block i in the
phrase n of the melody m, XL2(m,n)

i( j) is given by

XL2(m,n)
i( j) =



0, (1 ≤ i ≤ N(m,n)
b and j = 1)

j∑

j′=1

L(m,n)
i( j′)

L(m,n)
i ,

( 1 ≤ i ≤ N(m,n) and 1 ≤ j ≤ N(m,n,i))
−1,
((1 ≤ i ≤ N(m,n) and N(m,n,i) < j ≤

Nmax
s ) or N(m,n) < i ≤ Nmax

b )

(3)

where L(m,n)
i( j′) is the length of the sound j′ at the block i in the

phrase n of the melody m, L(m,n)
i is the length of the block

i in the phrase n of the melody m, N(m,n) is the number of
the blocks in the phrase n of the melody m, N(m,n,i) is the
number of the sounds at the block i in the phrase n of the
melody m, and Nmax

b is the maximum number of the blocks
in the phrase. And Nmax

s is the maximum number of the
sounds in the block, and Nmax

s is set to 10 in the proposed
system.

2.2. Feature Vector

The feature vector of the melody m is generated by the
self-organizing map which trained the features on pitch and
phonetic value of sounds as similar as the conventional
system[6].

In the proposed melody retrieval system, keywords are
used as query in addition to features on pitch and phonetic
value. As the keyword, we use the genres of music.

3. Melody Retrieval using Self-Organizing Map with
Refractoriness

In this section, the proposed melody retrieval system us-
ing self-organizing map with refractoriness is explained.

3.1. Structure

The proposed system has two layers (1) the input layer
and (2) the map layer. The input layer is composed of two
parts which correspond to features (1) pitch and phonetic
value of sounds and (2) genres of music (keywords). The
map layer is composed of some modules and each neuron
in the map layer corresponds to one of the stored melodies.

3.2. Learning Process

The learning process of the proposed melody retrieval
system has two steps; (1) generation of feature vec-
tor and (2) learning in the self-organizing map with
refractoriness[7]. In (1), the feature vector for each training

melodies are generated (See section 2). And in (2), the gen-
erated feature vectors are memorized in the self-organizing
map with refractoriness.

3.3. Melody Retrieval Process

The melody retrieval process of the proposed music
(melody) retrieval system has three phases;

(1) input of key melody using MIDI Keyboard,

(2) generation of feature vector

(3) melody retrieval by the self-organizing map with re-
fractoriness.

(1) Input of Key Melody using MIDI Keyboard

A user inputs a part of melody. The genre of music also
can be input if needed. In the proposed system, key melody
is input by MIDI keyboard and the feature on pitch and phe-
nolic value of sounds are extracted from the SMF (Standard
MIDI File) as follows:

(a) The length of sounds are extracted from the SMF.

(b) The base length is determined as the average of
the length of sounds whose length between lmin and
1.25lmin. Here, lmin is the minimum length of the
sound in the input key melody.

(c) Each sound is assigned to the appropriate note based
on the length of each sound divided by the base length.

(2) Generation of Feature Vector

In the proposed melody retrieval system, not only fea-
tures on pitch and phonetic value of sounds for the input
key melody but also its half and twice one are employed as
the query.

Step 1 : Generation of Feature Vector on Pitch and Pho-
netic Value XP, XL1 and XL2

The feature vectors on pitch and phonetic value of
sounds are generated for the input key melody as similar
as for trained melodies.

Step 2 : Calculation of Internal State of Neurons in Map
Layer

The feature vector XPL(0) composed of XP, XL1 and XL2

is generated.

XPL(0) =
(
(XP)T , (XL1)T , (XL2)T

)T
(4)

In the proposed melody retrieval system, the feature vectors
XPL(1) and XPL(2) are also employed.

XPL(1) =
(
(XP)T , (0.5XL1)T , (XL2)T

)T
(5)

XPL(2) =
(
(XP)T , (2XL1)T , (XL2)T

)T
(6)

When the feature vector on pitch and length of sounds
XPL(l) (l=0, 1, 2) is given to the input layer, the internal
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state of the neuron i in the map layer uMAPF (l)
i is calculated

by
uMAPF (l)

i = DP(Wi, XP) · DL1(Wi, XL1(l))

×DL2(Wi, XL2) (7)
where DP(Wi, XP) is the similarity for the feature of pitch
and it is given by

DP(Wi, XP) =
1

1 + exp


dp(Wi, XP) − θp

T P


(8)

where θp is the threshold for pitch, T P is the steepness pa-
rameter, and dP(Wi, XP) is the Euclidean distance between
the weight vector of the neuron i (Wi) and the feature vector
on pitch (XP).

And DL1(Wi, XL1(l)) is the similarity for the feature of
length of sounds per block and it is given by

DL1(Wi, XL1(l)) =
1

1 + exp
(

dL1(Wi, XL1(l)) − θL1
T L1

)

(9)
where θL1 is the threshold for length of sound block, T L1

is the steepness parameter, and dL1(Wi, XL1(l)) is the Eu-
clidean distance between the weight vector of the neuron
i (Wi) and the feature vector on length of sound block
(XL1(l)).

DL2(Wi, XL2) is the similarity for the feature on length
of each sound in block and it is given by

DL2(Wi, XL2) =
1

dL2(Wi, XL2) + 1
(10)

where dL2(Wi, XL2) is the distance between the weight vec-
tor of the neuron i (Wi) and the feature vector on the length
of each sound (XL2) and it is given by

DL2(Wi, XL2) =
1

Nkey

Nkey∑

k=1

dL2
k (Wi, XL2) (11)

where Nkey is the number of blocks in the input key melody.
dL2

k (Wi, XL2) is the distance in the block k and between the
weight vector of the neuron i (Wi) and the feature vector on
length of each sound (XL2) and it is given by

dL2
k (Wi, XL2) =



√√√√√ ∑

j:XL2
j ,−1

and j∈CL2
k

(WL2
i , X

L2)2
,

(| j : WL2
i j , −1 and j ∈ CL2

k |
= | j : XL2

j , −1 and j ∈ CL2
k |)√√√√√ ∑

j:XL2
j ,−1

and j∈CL2
k

φ1
k j(Wi, XL2) +

∑

j:WL2
j ,−1

and j∈CL2
k

φ2
k j(Wi, XL2),

(otherwise)
(otherwise)

(12)
where CL2

k is the set of neurons corresponding to the fea-
ture vector on length of each sound in the block. And,

φ1
k j(Wi, XL2) is given by

φ1
k j(Wi, XL2) = min

j′ :WL2
i j′ ,−1

and j′∈CL2
k

(WL2
i j′ − XL2

j )2 (13)

and φ2
k j(Wi, XL2) is given by

φ2
k j(Wi, XL2) = min

j′ :XL2
j′ ,−1

and j∈CL2
k

(WL2
i j′ − XL2

j )2
. (14)

Step 3 : Calculation of Outputs of Neurons in Map
Layer

When the feature vector on pitch and length of sounds
XPL(l) (l=0, 1, 2) is given to the input layer, the output of
the neuron i in the map layer xMAPF (l)

i is given by

xMAPF (l)
i =

{
1, (i = c and uMAPF (l)

i > θu1 )
0, (otherwise)

(15)

where the neuron c is the winner neuron whose internal
state is maximum, and θu1 is the threshold for internal state
of neurons.
Step 4 : Judgment whether One or More Neurons Fire

In Step 3, if one or more neurons fire, go to Step 5. Oth-
erwise go to Step 7.
Step 5 : Update of Threshold θu1

If there is no neuron which fires in Step 3, the threshold
for internal state of neurons θu1 is updated by Eq.(16). If
θu1 = θmin is satisfied, the retrieval is finished. Here, θmin is
the minimum of the threshold for internal state of neurons
θu1.

θu1 ← θu1 − ∆θu1 (16)

Then, the outputs of the neurons in the map layer for
all feature vectors are calculated again using the updated
threshold.
Step 6 : Judgment whether One or More Neurons Fire

In Step 5, if one or more neurons fire, go back to Step 5.
Otherwise go to Step 7.
Step 7 : Generation of Feature Vector XPL(l)k

The feature vectors are generated based on the outputs of
the neurons in the map layer calculated in Step 3 or Step 5.

When the feature vector on pitch and length of sounds
XPL(l) is given to the input layer, the output of the neuron in
the map layer xMAPF (l) can be expressed as the summation
of vectors xPL(l)k which has one element whose value is 1,
if |xMAPF (l)| ≥ 1 is satisfied.

xMAPF (l)
i =

M(l)∑

k=1

xPL(l)k
i (17)

(|xPL(l)k | = 1, xPL(l)k
i ∈ {0, 1})

where M(l)(= |xMAPF (l)|) is the number of elements which
is 1 in the output vector xMAPF (l).

The kth feature vector on pitch and phonetic value of
sounds XPL(l)k is calculated by

XPL(l)k
i = 2xPL((l)k

i − 1. (18)
Step 8 : Generation of Feature Vector XPL(s(l)k)

Steps 1 ∼ 7 are repeated for s-shifted feature vectors,
and XPL(s(l)k) are generated.
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(3) Melody Retrieval using Self-Organizing Map with
Refractoriness

The feature vector for the key melody XPL(s(l)k) is given
by

X(s(l)k)
i =

{
XPL(s(l)k)

i , (1 ≤ i ≤ NMAPF )
XK

i−NMAPF
, (NMAPF < i ≤ N IN)

(19)

where NMAPF is the number of neurons in the map layer of
the self-organizing map which generates feature vectors on
pitch and phonetic value (length) of sounds, and N IN is the
number of neurons in the input layer of the self-organizing
map with refractoriness for melody retrieval. And XK

i is the
feature on genre of music (keywords) which is given by a
user.

The retrieval process of the proposed melody retrieval
system is similar as the conventional melody retrieval
system[6]. Since the proposed system is based on the self-
organizing map with refractoriness[7] as same as our pre-
vious work[6], plural neurons in the map layer whose con-
nection weights are similar to the input feature vector of the
input key melody can fire sequentially. As a result, desired
plural melodies can be retrieved.

4. Computer Experiment Results

In this experiments, the proposed system which stored
100 melodies were used. Figure 1 shows the retrieval
accuracy in the proposed system and the conventional
system[6]. In this experiment, 200 keys composed of four
bars were given by MIDI keyboard. These are a part of
stored melodies. As shown in Fig.1, the features on pitch
and phonetic value of sounds can be extracted correctly
from 94 key melodies. The features on pitch and phonetic
value of sounds extracted from 106 key melodies includes
1∼11 notes whose lengths were not correct. The proposed
melody retrieval system could retrieve the desired melodies
correctly from 197 key melodies. In contrast, the conven-
tional system[6] could retrieve the desired melodies cor-
rectly from 128 key melodies. From this result, we can con-
firm that the proposed system can retrieve correct melodies
even when the key melody includes fluctuation.

5. Conclusions

In this paper, we have proposed the melody retrieval sys-
tem by self-organizing map with refractoriness which can
retrieve the melodies from the key melody which is given
by MIDI keyboard. In the proposed melody retrieval sys-
tem, the stored melodies are divided into phrases composed
of four bars, and the feature melody of pitch and phonetic
value are employed. Since the proposed system is based
on the self-organizing map with refractoriness, the plural
neurons in the map layer corresponding to the input key
melody can fire sequentially because of refractoriness of
neurons. And plural melodies to be retrieved can be fired.
From computer experiment results, we confirmed that the
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Figure 1: Retrieval Accuracy.
proposed system can correct melodies from the key melody
which is given by MIDI keyboard in 98.5% cases.
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