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Proposal of a new zero-shot evaluation index for simple CNN
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Abstract—Network Architecture Search (NAS), which
aims to optimize the structure of neural networks them-
selves, has attracted much attention in recent years. The
evaluation of the structure of a neural network in NAS is
basically performed by actually training the neural network
and measuring its performance. However, this method re-
quires an enormous amount of computation. For this rea-
son, the other zero-shot method that evaluates the structure
without actually performing the training has begun to be
proposed. The ultimate goal of this research is to create an
evaluation index that can evaluate the structure in a zero-
shot manner for NAS. In this article, we experimentally
investigate the relationship between basic CNN structures
and their performance, we create an index that can measure
performance in a zero-shot environment.

1. Introduction

In recent years, the processing power of neural networks
has dramatically improved, and remarkable results have
been reported in such fields as image classification and nat-
ural language processing. These neural network designs
are based on the high-level expertise of the researcher’s
previous experience. In contrast, recently, automated ma-
chine learning (AutoML)[1][2], which aims to automate
everything from data collection and processing to feature
design, neural network generation, and neural network
operation, has attracted much attention[1][2]. One type
of AutoML is Network Architecture Search (NAS)[1][2],
which searches the structure of a neural network itself.

Until now, the evaluation of the structure of a neural net-
works in NAS is based on actually learning and measur-
ing its performance. This requires an enormous amount
of computation time to train for the type of networks to
be explored. The first NAS proposed using reinforcement
learning required 28 days of computation time on a ma-
chine with 800 GPUs connected in parallel[3]. In order to
reduce the computation time of NAS, research has begun
to propose evaluating the structure of the network without
actually performing the training. This is called as zero-shot
method[4][5] that evaluates the network structure without
learning. Specifically, it obtains an index for each structure
based on the results of theoretical analysis of the neural
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network’s expressive power, which is the function repro-
duction power that the neural network possesses. If this
index can correctly indicate the ability that the structure of
the neural network has, then it is possible to dramatically
improve the search time of NAS because the execution of
learning is no longer necessary. However, it is not clear
whether this index is sufficient to search a relatively small
structured network, because the dependence of the perfor-
mance on the initial value is large even if the structure is
the same.

Against this background, this paper aims to experimen-
tally investigate the relationship between the basic structure
and performance of CNNs and to propose a more appropri-
ate zero-shot evaluation metric.
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Figure 1: Decrease rate of CNN dimensionality

2. Simplified CNN and classification accuracy

In order to examine the accuracy of the zero-shot metric,
we create a simple CNN to confirm the relationship with
the classification accuracy.

The simple CNN consists of only a two-dimensional
convolutional layers (Conv2D layer) and MaxPooling lay-
ers, GlobalAveragePooling layer (GAP layer) and Softmax
layer. CNNs for classification tasks usually have a structure
with dimensionally reduction from the first to the last layer.
We consider CNNs with such a dimensionally-decreasing
structure, solving classification tasks generally use a struc-
ture in which the number of dimensions decreases from
the first intermediate layer to the output layer. Figure 1
show the number of dimensions in the first Conv2D layer is
65536 and the number of dimensions in the final Conv2D
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(a) 3 Conv2D layers
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(b) 6 Conv2D layers
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(c) 9 Conv2D layers

Figure 2: CNN Structure and classification accuracy rate
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Figure 3: Total number of dimensions and classification
accuracy rate

layer is 4096, so the reduction rate of the number of di-
mensions in the CNN is 1/16. We consider various reduc-
tion rate CNNs and the number of dimensions of the final
Conv2D layer.

We experimentally examine the image classification ca-
pability of each CNN using CIFAR-10[6]. After 50 epochs
with training with training data using CIFAR-10, the image
classification accuracy of each CNN is calculated using test
data. Nine trials are performed for each CNN structure, and
the highest accuracy rate among the trials is applied.

Figure 2 shows the relationship between the median ac-
curacy of the CNN in the nine trials and the rate of increase
in the number of dimensions of the CNN as the number of
dimensions of the CNN when the dimensionality of the fi-
nal Conv2D layer is varied. The vertical axis denotes the
dimensionality reduction rate and the horizontal axis de-
notes the dimensionality of the final conv2D layer. The
results as shown in Fig.2 indicate that the percentage of ac-
curacy responses is higher when the dimensionality of the
CNN is reduced at a higher rate.
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Figure 4: G value and classification accuracy rate

3. Estimation of CNN classification accuracy

3.1. Total number of dimensions and classification ac-
curacy

We examine whether it is possible to estimate the classi-
fication accuracy of a simple CNN based on the total num-
ber of CNN dimensions.

Figure 3 shows the relationship between the total num-
ber of CNN dimensions and the classification accuracy of
the CNN. The horizontal axis denotes the total number of
dimensions and the vertical axis denotes the median accu-
racy rate of the CNN in the nine trials. It can be seen that
there is a positive correlation between the number of layer
dimensions and the median accuracy rate, regardless of the
number of layers in the Conv2D layer. However, the me-
dian accuracy rate drops when the total number of dimen-
sions is very large, making it difficult to estimate a CNN
with high classification accuracy based on the total number
of dimensions alone.

— 479

Median validation accuracy



> > >
Vo8 (g 00 Los Vo8 L7
@ o e o ..l »"00 o @ o.u\.l'ua,’g : @ o Yo A~ T
5 oo «%,° ° 5 e o, 5 D) L] ®
o 07 ® o ° 0 079 w® ° 0 079 ° o ©
o LN 9] ® o0 9] o
© 0.6 ° ° © 0.6 ° © 0.6 ° °
Y . . Y a. Y o.
2 051 . 205 o | Sos .
© © ©
B4 = =W
© © ©
> 0.3 > 0.3 > 0.3
g ® 3 Conv2D layers g ® 3 Conv2D layers % ® 3 Conv2D layers
g 0.2 6 Conv2D layers g 0.2 6 Conv2D layers g 0.2 6 Conv2D layers
S o1 ° ° e 9 Conv2D layers S o1 o o e 9 Conv2D layers S o1 ° e 9 Conv2D layers
7‘23 7‘26 7‘24 7‘22 7‘20 7‘13 7‘16 7‘14 7‘12 0.0007 0.0608 0.0609 0.0610 0.0bll o.obu 0.0b13 0.0b14 0.0b15 0.63 0.64 O.bS 0.66 0.b7 0.68
Logarithmic scale Proposed-Score Inverse of NASWOT-Score Inverse of Zen-Score
(a) Proposed-Score (b) NASWOT-Score (c) Zen-Score

Figure 5: Evaluation Index Value and classification accuracy rate

3.2. Total GAP layer output and classification accuracy
rate

We examine whether the accuracy of classification of a
simple CNN can be estimated from the index value ob-
tained by Eq. (1). Equation. (1) is the sum of the expected
outputs of the GAP layer in the initial CNN, multiplied by
the number of layers.

G = Elf @Iz, + 1, ey

where f(x) is the output of the GAP layer when a stan-
dard Gaussian distribution x is input of CNN. E, means the
expected value for x, and / denotes the number of layers.

The relationship between the value of G and the classi-
fication accuracy of the CNN is shown in Fig.4. The hor-
izontal axis is the value of G and the vertical axis is the
median accuracy rate of CNN in the nine trials. There is
a positive correlation between the value of E,||f(x)ll;, and
classification accuracy. However, the value of E,||f(x)||z,
becomes smaller as the number of layers in the CNN in-
creases. Therefore, we set E,||f(x)llz, + 1 > 1 and multiply
this value to the power of / to suppress the effect of the
number of layers. The larger the G value, the fewer CNN's
have low classification accuracy. In other words, select-
ing a CNN with a larger G value than a certain value will
reduce the possibility of having a CNN with low classifica-
tion accuracy.

3.3. Proposal Evaluation Index

The evaluation index of CNN classification accuracy re-
flecting the total number of dimensions and G is shown in
Eq. (2).

C= ! 2
- d-G’ @
where d is the total number of Conv2D layer dimensions
in CNN.

It is assumed that the closer the value of C is to 0, the
better the classification accuracy of the CNN. We examine
whether the classification accuracy of a simple CNN can be
estimated from the value of C. The relationship between

the value of C and the classification accuracy of CNNs is
shown in Fig.5a. The horizontal axis is the value of C and
the vertical axis is the median accuracy rate of the CNN in
the nine trials. The smaller the value of C, the more accu-
rate the CNN is, and it is considered possible to estimate
the classification accuracy for a simple CNN.

4. Comparison

4.1. Accuracy of Evaluation

To compare with the proposed index, we derive the
evaluation indicaions that have been proposed; NASWOT-
Score[4] and Zen-Score[5].

NASWOT-Score is an index that evaluates the classifi-
cation accuracy of a ReLU-based neural network based on
the activity of its output when two types of input data are
given.

Zen-Score is an index that evaluates the classification ac-
curacy of a CNN using both the expected gradient of the
output of the final Conv2D layer relative to its input and
the per-channel variance statistics of the BatchNormaliza-
tion layers (BN layers) after the CNN is transformed into
a vanilla convolutional neural network (VCNN) with a BN
layers added.

Fig.5b and Fig.5c show the relationship between the in-
verse of the evaluation index value in the previous study
and the median accuracy response rate in the nine trials.

While the evaluation index values in the previous studies
indicate that the larger the value is the better classification
accuracy. On the other hand, our proposed method is the
closer the value to O is the better the classification accu-
racy. In this experiment, to make the relationship between
the values of the indexes easier to understand, the values of
the indices in the previous studies are made inverse. Both
of the evaluation indices in the previous studies show a neg-
ative correlation between the evaluation index value and
the classification accuracy of the CNN. However, when the
evaluation index value exceeds a certain value, the classifi-
cation accuracy slightly decreases.

To identify which evaluation indexes can be used to find
CNNs with high classification accuracy, we compare the
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median and standard deviation of the classification accu-
racy rate for the CNNss in the top 10% of the index values.
The results are shown in Table 1.

Table 1: CNN in the top 10% of index values

Proposed NASWOT Zen
Score Score Score
Median 80.5% 76.4% 75.0%
accuracy
Standard 0.223 0213 0.274
deviation

Table 1 shows that the top 10% CNNs have the highest
classification accuracy when the proposed evaluation index
is used. The standard deviation is almost the same for all
the evaluation indices. Therefore, in this experiment, the
proposed evaluation index is the most suitable for finding a
high-performing CNN.

4.2. Computation time

To reduce the NAS search time, the time used to evaluate
the CNN should be as short as possible. We compare the
time required to compute each metric value. Table2 shows
the time required for the actual evaluation of CNNs.

Table 2: Computation time of evaluation index

| Proposed-Score | NASWOT-Score|
[ 196s | 8135 |

Zen-Score |
2395 |

OS : Ubuntu 20.04.3 LTS

CPU : Intel(R) Xeon(R) W-2295 CPU @ 3.00GHz
GPU : NVIDIA RTX A6000 48GB

Computer memory : 384 GB

Table2 shows that the proposed evaluation index has the
shortest computation time.

NASWOT-Score is considered to be very time-
consuming because it requires replacing the output values
of each layer with a binary vector in order to obtain the
evaluation index value.

Zen-Score is considered to take a little longer than the
proposed evaluation index because it requires both the
product of the Frobenius norm of the difference between
the outputs for two inputs and the variance statistics for
each channel in the BatchNormalization layer(BN layer).

The proposed evaluation index requires three factors: the
number of dimensions of the CNN, the number of layers,
and the total output of the GAP layers. However, the com-
putation time is expected to be short. This is because ob-
taining the number of dimensions and layers is very easy
and the output of the GAP layer has fewer outputs than the
Conv2D layer.

5. Conclusions

The experimental results suggest that a simple CNN con-
sisting of only a Conv2D layer and a MaxPooling layer
may be able to evaluate the classification accuracy of the
CNN with the proposed evaluation index. In addition, it
was found that the proposed evaluation metric can perform
the evaluation in the shortest time among the metrics that
can be evaluated without training.

In the future, we will examine how the proposed evalua-
tion index captures the characteristics of simple CNNs. In
addition, we will confirm whether the performance evalua-
tion can be performed even for CNNs with skip structures,
and aim to create a high-performance NAS.
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