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Abstract—Many classifications of the Cellular Au-
tomata rules have been proposed in the last decades. Some
of them are based on empirical observations, and hence
their rigor is doubtful, while others are based on precise,
though often complicated, mathematical methods. In this
paper, we present two new classifications for Cellular Au-
tomata rules, which come from two different disciplines;
namely, Nonlinear Dynamics and Formal Language The-
ory. These classifications are straightforward to obtain and
give remarkably similar results.

1. Introduction

Cellular Automata (CA) have been thoroughly studied
in the last decades, but they are far from being completely
characterized. In the last few years, CA have been seen
“through the eyes” of Nonlinear Dynamics [1]; this new
perspective led, among other results, to a classification of
CA rules into six groups, depending on their dynamics. In
this paper, we propose a variant of such classification. We
were inspired by a classical work [2] in Nonlinear Dynam-
ics that proofs that in a continuous function defined over an
interval the presence of a period-3 orbit implies the pres-
ence of orbits with any other period. Obviously, this re-
sult does not apply directly to Cellular Automata because,
in general, they describe a discontinuous function. Never-
theless, we noticed that all rules in the last two groups of
Chua’s classification have at least one periodic orbit with
τ = 3 (the notion of ‘periodic orbit’ and the meaning of
the parameter τ will be explained in Sec. 2.2) and, at the
same time, all rules with τ = 3 included in the remaining
four groups of Chua’s classification tend to have a more
complex behavior than the others [3]. For this reason, in
our classification we distinguish only two groups: i) rules
having exclusively periodic orbits with τ = 1 and/or τ = 2;
ii) rules having periodic orbits with τ ≥ 3.
Also, we propose yet another classification of the CA lo-
cal rules, based on the formal languages formed by the
so-called orphan patterns. In this paper, we will show
that there is an excellent correspondence between these two
classifications and discuss its implications.
The paper is structured as follows: in Sec. 2, we discuss the
basic features of CA and our classification of the CA rules
based on the properties of their periodic orbits; in Sec. 3,

we introduce a few fundamental notions of Formal Lan-
guage Theory; in Sec. 4, we define the concepts of Garden
of Eden and orphan pattern, and show how they can be
used to classify CA rules; in Sec. 5, we present the com-
parison between our two classifications; in Sec. 6, we draw
the conclusions and outline our future work.

2. Brief notes on Cellular Automata

2.1. Generalities

Cellular Automata [4] consist of regular uniform lattice
of cells assuming a finite number of states; here, we con-
sider one-dimensional CA in which cells are arranged in an
array of length L = I + 1 and can take only two states: 0
and 1. For instance, a bit string x at the generic time step n
is

xn = (xn
0xn

1 . . . xn
I−1xn

I ) (1)

where the subscript indicates the position of the cell in the
array. Hereafter, letters in bold indicate bits strings, and
letters in italics are used for the single bits.
Cells are updated synchronously and the time evolution of
a bit string can be effectively summarized by the notation

xn+1 = f (xn) (2)

in which the superscript indicates the iteration. The state
of each cell at iteration n + 1 depends on the states of its
neighbors (here we consider only the nearest neighbors) at
iteration n

xn+1
i = f (xn

i−1xn
i xn

i+1). (3)

In the following, we use periodic boundary conditions,
which means that

xn+1
0 = f (xn

I xn
0xn

1) and xn+1
I = f (xn

I−1xn
I xn

0) (4)

Under the restrictions detailed above, there are only 256
possible functions f , called rules, which we can be denoted
by f0 up to f255. For instance, the notation:

xn+2 = f110( f110(xn)) (5)

indicates the application of rule 110 to the bit string xn two
times to obtain the bit string xn+2. However, the 256 lo-
cal rules show only 88 distinct dynamics, since each CA
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rule can have up to four globally-independent rules, ob-
tained by complementing and/or mirroring the original one,
as described in [1]. Therefore, from now on we will of-
ten refer to the 88 globally-independent Cellular Automata
rules, making it clear that the choice of the representative
specimen for each of the 88 equivalence classes is arbitrary.

2.2. Complexity index and Periodic orbits

We can associate an index of complexity κ to all CA local
rules thanks to the procedure defined in [1]. There are 104
rules (38 of which are globally-independent) with κ = 1,
126 rules (41 of which are globally-independent) with κ =

2, and 26 rules (9 of which are globally-independent) with
κ = 3. Observe that the universal rule 110 (and its three
globally-equivalent rules 124, 137, and 193) has κ = 2.
Therefore, the dynamics of rules with κ = 3 is not neces-
sarily more complex than those with κ = 2.
If the functions fi are deterministic and the length L of the
bit string is finite, then the evolution of an arbitrary initial
state under an arbitrary rule fN will end up in a periodic
cycle, in the sense that there exist p and T such that

xp = xp+T (6)

Obviously, xm = xm+T , for all m > p. The bit strings from
x0 to xp−1 are said to belong to the transient, which has
length p, while the bit strings from xp on are said to belong
to the periodic orbit, which has length T . Furthermore, it
may happen that the there exists a τ for which:

xp = Sσ(xp+τ) (7)

where Sσ indicates a shift, left or right, by σ positions.
Therefore, a periodic orbit can be characterized by its pa-
rameters τ > 0 and σ ≥ 0.
Among the 88 globally-independent 1D binary Cellular
Automata rules, some are particularly relevant, such as rule
110 which has been proved to be universal, while others do
not perform any interesting task, such as rule 0 because all
possible initial bit strings evolve into (0 . . . 00) in one itera-
tion. In order to group the rules according to the properties
of their periodic orbits, both Wolfram and Chua proposed a
classification according to the dynamics obtained by using
a long (L greater than 100) random bit string as initial state
of the Cellular Automaton.
In this paper, we use a variant of Chua’s classification that,
instead of using a long random bit string as initial state,
uses all bit strings with length L, where L ≤ 15, as ini-
tial states checking whether there is any periodic orbit with
τ ≥ 3. In fact, as already pointed out by [5] and [6], there
are some rules for which ‘interesting’ periodic orbits exist,
but they cannot be found through the method used by Wol-
fram and Chua because the probability of obtaining them
from random initial bit string is extremely low.

3. Formal Languages

In this section, we introduce a few basic concepts on for-
mal languages, which will be used in the following; more
details can be found in the classical literature, e.g., [7].
An alphabet Σ is a non-empty set of symbols. A finite se-
quence of symbols from Σ is called a word and its length is
the number of symbols it contains. The word with length
0 is called the empty word and denoted by λ. The set of
all words over an alphabet Σ (including the empty word) is
denoted by Σ∗, while the set of nonempty words is denoted
by Σ+, i.e., Σ∗ = Σ+ ∪ {λ}. Any set of words L ⊆ Σ∗ is
called a (formal) language. A formal language is called fi-
nite if it contains only a finite number of words. An infinite
language in which the number of words with a given length
l is bounded by a constant independent of l, for all l ∈ N,
is called slender. For a word w ∈ Σ∗, where w = xuy for
x, u, y ∈ Σ∗, we call x prefix, u subword and y suffix of w.
For a language L, the set L = Σ∗ − L is called the comple-
ment of L containing all the words over an alphabet Σ that
are not contained in L.
In the following, we will be mainly concerned with facto-
rial languages: a language L is called factorial if for every
word w ∈ L all the subwords of w also belong to L. Then
any word w ∈ Σ+ is called distinct excluded block (DEB,
for short) or forbidden word, if w < L but every proper sub-
string of w is in L. Let L′ be the set of distinct excluded
blocks of a language L, then we can write L = Σ∗L′Σ∗

and L = Σ∗ − Σ∗L′Σ∗. Hence a factorial language can also
be defined by L′, sometimes called the antidictionary. It
is worth noting that L′ eliminates far more words from L
then only the ones contained in L′ (namely, all those hav-
ing a DEB as proper substring).

4. Gardens of Eden and orphans patterns

For most of the rules, there are some strings, called Gar-
dens of Eden, that cannot be generated through the evolu-
tion of a given rule. In other words, the bit string x is said
to be a Garden of Eden of rule N if there is no x′ such that
x = fN(x′).
In this paper, we consider the set of the Gardens of Eden of
length L that do not contain any Garden of Eden of length
L−1 as proper substring, which are also called orphan pat-
terns. Such set corresponds with the set L′ of DEB of the
factorial language L, where L is the language consisting
of all bit strings of arbitrary sizes generated in one iteration
by the rule N. We then analyzed the languageL′ of DEB or
orphans (see Sec. 3) for all 88 globally-independent rules,
and grouped them according to their formal language theo-
retic properties:

1. L′ is empty, i.e., there are no orphans patterns;

2. L′ is finite, i.e., there is only a finite number of orphan
patterns;

- 600 -



3. L′ is slender, i.e., there is an infinite number of orphan
patterns but their number for each given string length
L is bounded by a constant independent of L;

4. L′ is non-slender, i.e., there is an infinite number of
orphan patterns and their number for each given string
length L is growing with L.

5. Results

First of all, we classified the 88 globally-independent
rules into the two groups, as defined in Sec. 1. The first
group includes all rules having only τ = 1 and/or τ = 2 ,
while the second group includes all rules having also τ ≥ 3.
Second, we classified the same 88 globally-independent
rules into the four classes defined in Sec. 4. The corre-
spondence between these two classifications is very good,
as it can be appreciated in Tables 1, 2, and 3.
In particular, from Table 1 we can observe that the orphan
patterns of all rules having only orbits with τ = 1 and/or
τ = 2 constitute either finite or slender languages. Fur-
thermore, the first case corresponds to all rules with κ = 1.
This is consistent with Chua’s definition of complexity in-
dex: the threshold of complexity beyond which rules can
exhibit ‘interesting’ dynamics, and whose orphan patterns
can form non-finite languages, is 2.

From Table 2 we notice that all CA rules having orbits with
τ ≥ 3 constitute (infinite) non-slender languages. This im-
plies that the number of words with a given length L is
growing with L.
The third and last group is formed by all rules having no
orphans. Such rules are surjective when L is infinite, in the
sense that given a rule N, for any bit string x there will be
another bit string x′ such that x = fN(x′). Nevertheless, this
is not true when L is finite. In this last case, some rules –
namely, 15, 51, 170, and 204 – are still surjective, while
other rules – namely, 30, 45, 60, 90, 105, 106, 150, 154 –
have Gardens of Eden. From Table 2 we can see that also
this characteristic links well the two classifications.
Unfortunately, there are six exceptions to such a well-built
formal construction. On the one hand, the languages de-
fined by the orphan patterns of rules 104, 134, and 152
seem to be non-slender but none of these rules has any or-
bit with τ ≥ 3; on the other hand, the languages defined
by the orphan patterns of rules 9, 54, and 126 seem to be
finite, but these rules have orbits with τ ≥ 3. We still do
not know the reason for such a discrepancy, but possibly a
more accurate study of the two classifications may explain
it.

6. Conclusions and future work

In this paper, we have proposed two different classifi-
cations of Cellular Automata local rules. The first clas-
sification is a variant of the one proposed by Chua, and

Table 1: The orphan patterns of all rules having only orbits
with τ = 1 and/or τ = 2 constitute either finite or slender
languages. Observe that all rules with κ = 1 (red back-
ground) correspond to finite languages; as a result, all slen-
der languages correspond to rules with κ = 2 (blue back-
ground) or κ = 3 (green background).

Table 2: All CA rules having orbits with τ ≥ 3 constitute
(infinite) non-slender languages.
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Table 3: The rules with no orphans can be divided into
two groups: those surjective for L finite (upper half of the
table) and those non-surjective for L finite (lower half of
the table). Look how the classification of rules according
to their complexity index and their periodic orbits matches
perfectly the classification made by using the Formal Lan-
guage theory.

it is based on the characteristics of the periodic orbits ob-
tained by using all bit strings with L ≤ 15, while the second
classification is based on the languages defined by the or-
phan patterns which are found in the Gardens of Eden. We
cannot overemphasize that these two classifications refer to
two different characteristics of CA rules. For this reason,
it is remarkable that the correspondence explained above
exists. In the near future, we plan to give a rigorous expla-
nation for such a phenomenon and find the reasons behind
the six exceptions aforementioned.
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