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Abstract—This paper describes how to apply a
nonlinear time series analysis method to musical
scores. The technique is called cross recurrence plot.
This can measure the similarity between two time se-
ries data. In our study, we use symbolic music infor-
mation as obtained from musical scores. By regarding
the symbolic information as time sequences, we can
consider applying cross recurrence plots.

When we use cross recurrence plots, it is necessary
to define the distance between two time points. If
the data to be analyzed were numerical, the distances
could be easily defined as Euclidean distances or infin-
ity norms, for example. However, since musical data
are the objects of the analysis, a new distance func-
tion is needed. Therefore, we propose a kind of edit
distances by extending the distance for neuronal im-
pulse trains. By using cross recurrence plots, we can
quantify the atmospheres of musical pieces.

1. Introduction

There are some identical atmospheres of each musi-
cal songs even if they are played by different players.
This suggests that there are some characteristics in
the musical scores. Our goal of this study is to extract
the features of scores. For this purpose, we propose
a method for measuring music similarity between two
scores.

Recent developments in computer technology have
allowed us to have an large amount of music informa-
tion in each own computer or through the Internet.
Hence a lot of music researches are described in the
context of music information retrieval. Melodic sim-
ilarity is one of the main research fields of music in-
formation retrieval of both symbolic data (e.g. [3, 4])
and audio data (e.g. [6]). Many researches of similarity
are proposed and almost all methods are measuring a
rather small number of notes.

In addition to the above works, there are many other
works related to ours, such as the application of dy-
namical systems theory to music [1]. Our methods
can be also available for music information retrieval
systems as well as other studies on similarity. And we

think that our methods may be also useful for help-
ing musicologists to analyze the relations among the
songs.

2. Introduction of Recurrence Plots

2.1. Recurrence plots

Recurrence plot is a method for nonlinear time series
analysis [2]. A recurrence plot is a 2-dimensional plot
that visualizes recurrences in a time series {x(i)} for
time i = 1, 2, . . . , N , where N is the length of the
time series. In a recurrence plot, both axes are time
indexes. Given a distance function d and a pre-defined
threshold ϵ, we plot a point at (i, j) if two states are
close to each other. That is,

Rij = Θ(ϵ − d(x(i), x(j))), i, j = 1, ..., N, (1)

Θ(u) =

{
1 (u > 0),
0 otherwise,

(2)

where Rij = 1 means plotting (i, j). The plotted
points are called recurrence points. As a result, the
points on the central diagonal line of a recurrence plot
are all plotted and a recurrence plot is symmetric with
respect to the central diagonal line.

2.2. Cross Recurrence Plots

Cross recurrence plot [8] is a bivariate extension of
recurrence plots. We can obtain a cross recurrence
plot between time series {x(i)} and {y(j)} by the next
equation instead of Eq (1):

CRij = Θ(ϵ−d(x(i), y(j))), (3)
i = 1, ..., M, j = 1, ..., N,

where CRij = 1 means plotting (i, j). It is not nec-
essary for M and N , the sizes of two time series data,
to be the same. By observing a cross recurrence plot,
we can examine the relation between two time series
data.
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2.3. Recurrence Quantification Analysis

There are some quantities calculated from recur-
rence plots. In this paper, we use the following two
measures [7]:

• RR (recurrence rate)
The most simplest measure is RR which is the
density of recurrence points, i.e.

RR =
1

N2

N∑
i=1

N∑
j=1

Rij . (4)

RR represents the likelihood that a state recurs
to its similar state.

• DET (determinism)
DET is the ratio of the number of the recurrence
points forming the diagonal lines to the number
of all recurrence points. Formally, by using P (l),
the histogram of diagonal lines with length l, or

P (l) =
N∑

i=1

N∑
j=1

(1 − Ri−1,j−1)(1−Ri+l,j+l)

×
l−1∏
k=0

Ri+k,j+k, (5)

DET is calculated by

DET =

∑N
l=lmin

lP (l)∑N
l=1 lP (l)

, (6)

where we consider that a recurrence point forms
a diagonal line if at least lmin consecutive recur-
rence points are arranged diagonally.

Quantifying the characteristics of recurrence plots as
above is called recurrence quantification analysis. The
above quantities can be also calculated for cross recur-
rence plots by replacing R with CR in each equations.

3. Music Similarity Measure using Cross Re-
currence Plots

A musical score has variable information, for exam-
ple, pitch, duration, tempo, and loudness. Here we
adopt only pitches and onset times to consider music
similarity because of their objectivity. The notes with
the same pitch and duration imply variable meanings
according to their contexts. Therefore, we regard a
sequence of notes with a certain length of n as one
state. From this, we can consider musical scores as
time series data (see Fig. 1).Recurrence plots need a distance function defined
between two time points. Thus we discuss how to de-
fine the distance function.

The two scores with more similar atmospheres are
thought to have similar melodies more. Hence, we con-
sider of measuring the total similarity of two scores by

G
ˇ ˇ

ˇ

ŁŁ

ˇ
C D E F

ˇ ˇ

ŁŁ

D E

︸ ︷︷ ︸
m1︸ ︷︷ ︸

m2︸ ︷︷ ︸
m3

︸ ︷︷ ︸
m4︸ ︷︷ ︸

m5 · · ·

mi (i = 1, 2, . . . ): time series data from a score.

Figure 1: A musical score as time series data (n = 3).

using cross recurrence plots with a melodic similarity
measure as a distance function.

There are many measures of melodic similarity pro-
posed. The edit distance is one of the main types of the
methods for measuring the melodic similarity [3]. The
edit distance is defined as the minimum sum of the edit
operation costs needed to transform one melody into
the other, where an operation is an insertion, deletion,
or substitution of a note.

We propose a kind of edit distances for measuring
a distance between two sequences of notes by adjust-
ing the distance between neuronal impulse trains [5].
While other methods of distances are also available,
here we propose a new similarity which is measured
with pitches and rhythms because we try to ignore the
tempo variations. The method described in [5] is that,

1. set the cost for inserting and deleting a spike to
1, and set the cost for moving a spike a unit time
to ct. That is, when a temporal difference of two
spikes is represented as ∆t, the moving cost is
equal to ct∆t;

2. convert one of the two spike trains into the other
by inserting, deleting or moving spikes with the
costs;

3. find the conversion which achieves the minimum
sum of the costs and regard the sum as the dis-
tance between the spike trains.

The brief image of conversion is shown in Fig. 2,
where the horizontal axis shows time, the vertical solid
lines represent the time of the spikes, the solid arrows
mean insertion or deletion, and the dotted arrows cor-
respond to moving actions. The minimum sum of the
costs can be computed by dynamical programming.This method can evaluate the difference of rhythm
patterns of two melodies. To consider the pitch dif-
ferences as well, we modify the above method by re-
placing the cost for moving a spike with the cost for
moving a note. The cost for moving a note is defined
as the weighted sum of the temporal differences and
the pitch differences. That is, when the temporal dif-
ference and the pitch difference of two notes are ∆t
and ∆p respectively, the moving cost is ct∆t + cp∆p,
where ct and cp are the weights. Differences of pitches
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spike train

spike train

ct∆t

time

Figure 2: The brief image of the edit distance between
spike trains [5].

are measured by semitones. This modification is ex-
plained in Fig. 3, where the horizontal axis is time
and the vertical shows the pitch, the coordinates rep-
resent the notes, the solid arrow is deletion and inser-
tion (there is no inserting action in this case), and the
dotted arrows correspond to moving actions.

melody mi G
ˇ
ˇ ˇ ˇ ˘

melody mj G

ˇ`

-

ˇ
ˇ ˇ ˘

pitch

time

ct∆t

cp∆p ct∆t
+cp∆p

: melody mi

: melody mj

Figure 3: The brief image of the distance between
melodies.

When calculating the distance, we translate one of
two melodies so that the pitches of the initial notes are
the same. This is because we perceive the melodies in
different keys as the same. Moreover, in order to take
into account the difference of time scales, we normalize
a sequence of n consecutive notes so that the onset
time of the first note is 0 and the onset time of the
last note is 1.

These above transformations mean that we treat the
melodies in Fig. 4 as the same, for example. By the
transformations, we can measure the local similarity

more finely.
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Figure 4: Examples of melodies treated as the same in
our similarity method.

4. Results

We used the three scores of music:
Ernesto Köehler: Easy Exercise 1, 5 and 6 from “35

Exercises for Flute Op. 33”,
and we call these scores as S1, S2 and S3, respectively,
after this.

We think that the scores S1 and S2 sound similar,
and the score S3 is different from the others. In addi-
tion, S1 and S2 are in major key while S3 is in minor
key. To quantify these impressions, we apply cross
recurrence plots to the scores.

The results on applying cross recurrence plots with
the state length of 4 to the scores S1, S2 and S3 are
shown in Fig. 5–7. Besides this, the values of RR and
DET of the cross recurrence plots at the same state
length are shown in Table 1. It can be observed that
the values of RR and DET of the pair of the similar
musical pieces are highest of the three pairs can be
observed.

time

t
i
m
e

50 100 150 200 250 300 350 400

50

100

150

200

250

300

350

Figure 5: The melodic cross recurrence plot be-
tween S1 and S2.

5. Conclusion

A lot of music similarity measures have been pro-
posed until now, but almost all of them were intended
to be used for music information retrieval systems with
queries by humming. Thus, the similarity measures
used in such above systems are for short sequences of
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Figure 6: The melodic cross recurrence plot be-
tween S2 and S3.

Table 1: Feature quantities obtained from each cross
recurrence plots.

combinations
of scores

RR DET

a-b 0.192 0.492
b-c 0.100 0.378
c-a 0.087 0.374

notes. We have suggested a possibility for our method
to quantify the atmospheres of musical pieces.

In our method, other melodic similarity measures
can be substituted for the distance function used in
this method. The similarity measures used in music
information retrieval systems often employ rough mu-
sic information, such as the information of whether
the pitches of notes are higher or lower than those
of the previous notes. Because of threshold, it is not
necessary to measure the melodic similarity in detail.
Therefore, it may be also good to employ such a rough
similarity method in cross recurrence plots.
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