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Abstract—This paper proposes a novel scalable lossless
image coding scheme with pel-adaptive prediction using
cellular neural network (CNN). The scalable image cod-
ing scheme is indispensable for modern digital archiving
applications, since they are used by various mobile de-
vices. Also, from the viewpoint of the optimal lossless cod-
ing, a pel-adaptive predictor enables high prediction perfor-
mance. In this paper, edge-orientation predictors consist of
space-variant CNN are used for the scalable image coding
scheme having pel-adaptive prediction with no selection in-
formation. The effectiveness of proposed algorithm is val-
idated by some computer simulations of various standard
test images, and its performance is compared with that of
other existing coding schemes.

1. Introduction

Digital archiving applications are receiving a lot of at-
tention now. They were mainly used for archiving artis-
tical legacies, however, the utilization of them is drasti-
cally changed because of the rapid development of elec-
tronics devices and demand of counter plan against natu-
ral disaster. Digital archiving applications such as legacy-
archive, artwork-archive, disaster-archive and so on, are de-
manded to be used by various devices such as PC, smart-
phone, tablet PC and etc. Therefore, to realize various re-
production resolution, the scalable image coding scheme
is indispensable for modern digital archiving applications.
Also, lossless image coding schemes are required for digi-
tal archiving.

In this paper, we propose a novel scalable lossless im-
age coding scheme with pel-adaptive prediction using cel-
lular neural network (CNN). In the field of the high effi-
ciency lossless image coding, a pel-adaptive predictor en-
ables high prediction performance. However, in general,

huge additional information for predictor selection spoils
this advantage. To deal with this difficulty, we use edge-
orientation predictors consist of space-variant CNN for pel-
adaptive prediction. The advantage of this method is that
since predictors are selected based on the edge informa-
tion, pel-adaptive prediction can be realized without selec-
tion information. Moreover, every parameters of CNN pre-
dictors are optimized by the estimated coding rate mini-
mization learning. Since the cost function has very com-
plex shapes and many parameters must be optimized, this
learning processes are very hard problems. To overcome
this problem, a greedy algorithm based learning is used for
obtaining initial parameters of particle swarm optimization
(PSO) based learning.

The effectiveness of proposed algorithm is validated by
some computer simulations of various standard test images,
and its performance is compared with that of other existing
coding schemes.

2. Scalable lossless image coding schme using CNN

The proposed scalable lossless image coding scheme
using pel-adaptive CNN predictors is shown in Fig. 1.
In this system, an input original image U is divided into
even polyphase components U, and odd polyphase com-
ponents U, like Fig. 2 left side. Furthermore, divided
even polyphase components U, are divided again like Fig.
2 right side to realize a hierarchical coding scheme. As
shown in Fig. 2, there are two image dividing patterns, and
they are called odd stage and even stage. Moreover, a set
of odd and even stages is called one level. Therefore, this
hierarchical coding scheme enables multi-resolution repre-
sentation of the input image, and scalable coding bitstream
can be obtained.

The odd components U, are predicted from the even
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components U, via the pel-adaptive CNN predictors that
are selected by edge-orientation of the even components.
In this work, the six types of CNN prototype predictors are
prepared and total 12 parameters of CNN predictor are de-
cided in order to minimize the actual coding rate. The CNN
parameters, which determine the distribution characteristic
of the prediction error, are learned to minimize an objective
function that evaluates the actual coding rate.

The prediction errors e are encoded by a multi-level
arithmetic coding with a context modeling where distribu-
tions of prediction errors are modeled by the sixteen types
of PDFs given by generalized Gaussian functions. Finally,
encoded bit stream and side information are transmitted to
the decoder. In the decoder, reversible processes of the en-
coder are applied, and the input image can be reconstructed
without any loss.
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Figure 1: The hierarchical encoder using CNN predictors
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Figure 2: Quincunx sampling

2.1. The prototype design of pel-adaptive CNN predic-
tors

2.1.1. Discrete time CNN with output template

The block diagram of the discrete time CNN (DT-CNN)
with an output filter is illustrated in Fig. 3, and its state
equation is described as

xii(t+1) = B(, j; k, Duy (1)
ClhDEN, (i)
+ > AG ik Dya + T,
CUDEN, (i)
yij (D) = f(x;(D), (2)
ijj = DG, j: k, Dyg; 3)
Y(k,DEN, (i, ))

where x;;(1), yij(0), yfj, u;j, and ii;; are the internal state,
the output, the equilibrium output, equilibrium solution for
even components, the input of the cell (basic processing
unit of CNN), the final output, respectively. Also, T},
A(, j; k, 1), B(i, j; k, 1), and D(i, j; k, [) are the threshold, the
feed-back template, the feed-forward template, and the out-
put template, respectively. The function f() is a piece wise
linear (PWL) output function and its slope is determined
by the sum of A-template coefficients. The r-neighborhood
N, (i, j) is defined by N,(i, j) = {C(k, )| max{|k —i|,|l - jlI} <
r}.
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Figure 3: DT-CNN with output template

2.1.2. The prototype design of pel-adaptive CNN predic-
tors

From the findings of our previous work [1], the prototype
of edge-orientation templates are given by

Aoad =Aoaa(l, jik, 1),  C(k,1) € N,(i, J) 4)
K2
—Wodd EXP (— 207 - 20_5 ]
= if (k+ 1) mod 2 = 0 and (k, 1) # (i, j),
0
otherwise,
Aeven =Aeven(i, Jik, 1), C(k, 1) € N,(i, j) ()
0
ifk=iand! = j,
_ K2 2
otherwise,
k" =(k—1I)cos8+ (I — j)sin9, (6)
I'=—=(k-Dsind+ (I - j)cos®, @)
B =B(, j; k, 1), C(k,D) € N,(i, J) (8)
1 ifk=iand!/ =]
- {O otherwise,
T, =0, )

where Aiq, Aevens Ox, 0y, ¥, 6, O are A template for odd
stages, A template for even stages, a standard deviation of
horizontal direction, a standard deviation of vertical direc-
tion, the spatial aspect ratio, a rotation angle of Gaussian
function, and the zero matrix, respectively. @, and @,qq
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Figure 4: Template switching map in spatial frequency do-
main: each region range of given image is adaptively de-
cided to minimize the actual coding bits.

are the normalization coefficient given by

1

Yedy Acdalis jik, 1)’
1

Z(k,l) Apven(i, Ji k1) .

Qodd = (10)

an

Aeven =

To perform pel-adaptive prediction, configurations of the
CNN predictor are adaptively adjusted to the local struc-
ture of an input image. In our method, by according to the
edge analysis result, an input image is classified into six
regions as shown in Fig. 4. Note that the edge analysis
image is created from only the even components and a lin-
ear filter is used for generating a coarse-interpolated image
for this process. Therefore, pel-adaptive prediction with no
selection information can be realized.

Then the predicted image of odd components i can be
obtained by using the equilibrium solution of the DT-CNNs
through output template D that is defined in each stages. In
the odd stages, the predicted odd component value in co-
ordinate (i, j) can be given by equilibrium output via the
output template D. In this case, the coordinate of odd com-
ponent satisfies (i + j) mod 2 = 1. The output template for
odd stages D,y is defined by

Doag =Doaa(i, j; k., 1), Ck,DeN,(G,p  (12)
k12 ,y21/2
—Boda €Xp (_27';2( " 27 ]
- if (k+1)mod 2 = 0, (13)

otherwise.

Also, in the even stages, the predicted odd pixel value in
coordinate (i, j) can be given by equilibrium solution via
output template D,,,,. In this case, the coordinate of odd
pixel satisfies i mod 2 = 1 and j mod 2 = 1. The D, is

spatially extended version of D44 as

Deyen =Doven(i, j; k1), C(k,1) € N;«(b J)
k_/Z ~ 721/2
2027 207}

(14)

_ﬁeven eXP (_

otherwise,
(15)

where N/ (i, j) = { C(k, Dlmax{lk—il,|l- j| } < rd}. Boaa and
Beven are the normalization coefficient defined by
1
Yty Doaali, jik, 1)’
1
Z(k,l) Deven(i’ j; k9 l) '

Boda = (16)

Beven = a7

2.2. Entropy coding of prediction error

In this layer, prediction error e of each stage is encoded
by the adaptive arithmetic coding based on the context
modeling. The context of target pixel is given by the con-
text function U(e) degfined by the weighted sum of abso-
lute prediction errors of already encoded pixels.

N
Ue)= > —
k=1

(18)

where Jy, is the Manhattan distance between the target pixel
and each already encoded pixel in the reference window,
0, is the hierarchical distance between the target pixel and
each already encoded pixel in the reference window, d is
the number of reference stages, and N is the number of
reference pixels. d and N are experimentally-obtained pa-
rameter. In this paper, d = 3 (current stage + next one level)
and N = 40 are used. For efficient encoding, the context
should be quantized into sixteen regions by the thresholds
Th(n) (n = 1,2,...,15) which are optimized for minimiz-
ing the actual coding rate (see Fig. 5).

2.3. Coding rate minimization learning using PSO

To achieve pel-adaptive prediction and high efficient
coding performance, the optimal CNN parameters: a stan-
dard deviation of Gaussian function in each template, and
thresholds in template selection map, should be decided.
In encoder, since the odd polyphase components which are
the desire output of predictor can be used for parameter
learning, by using the odd polyphase components as a su-
pervised data, all parameters in the encoder can be learned.
Then we introduce the cost function for supervised learn-
ing that evaluates the actual coding bits of prediction error
as

cost(o,Th) =

—log, Pr(e| 8(p), n), (19)
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Figure 5: Calculating the feature quantity U and the context
modeling.

where Th = (Thy,Thy, Ths, Thy, Ths, The) is the thresh-
old vector, and o = (0,0, Oy, gy, O1g, Tsq) 18 the stan-
dard deviation vector: o is the standard deviation of
flat part, o is the standard deviation of complex part,
oy 1s the long-side-direction standard deviation of ver-
tical/horizontal edge parts, o, is the short-side-direction
standard deviation of vertical/horizontal edge parts, o7, is
the long-side-direction standard deviation of diagonal edge
parts, and o, is the short-side-direction standard deviation
of diagonal edge parts, respectively. Since to determine a
context of prediction error that gives the PDF model, pre-
diction errors in higher stages are required, the information
flow of learning process is a reverse version of the encod-
ing step. Then we can evaluate a cost of learning process
which is defined by (19) using prediction error of higher
stages. Since this learning process is very complex and dif-
ficult, we first use semi-full search algorithm [2] for obtain-
ing initial parameters of PSO-based learning. Then PSO-
based learning [3] is applied to derive optimal parameters
which minimize the cost function cost(o, Th).

3. Experimental Results

The coding performance of the proposed method was
compared with that of the JPEG 2000 and the JPEG-LS.
The coding parameters of proposed system are decided by
pre-experiments: the number of level L = 6 (12 stages),
template size is 5x5 for flat and edge part, and 3x5 is for
other regions.

Table 1 lists the coding performance of each method.
The average coding rate of the proposed method achieved
0.234, and 0.112 bits/pel lower than those of the JPEG2000
standard, and JPEG-LS standard, respectively. This results
suggest that our proposed image coding framework has ex-
cellent coding performance.

Table 1: Lossless coding rate [bits/pel]

Image Proposed JPEG2000 JPEG-LS
camera 4.325 4.540 4.314
couple 3.735 3.919 3.699
noisesquare 5.413 5.639 5.683
airplane 3.746 4.015 3.817
baboon 5.870 6.109 6.036
barbara 4.688 4.845 4.906
lena 4.449 4.685 4.607
lennagray 4.068 4.306 4.238
milkdrop 3.564 3.768 3.630
peppers 4.460 4.631 4.513
Average 4.432 4.646 4.544

4. Conclusion

In this paper, we have propose a novel scalable loss-
less image coding scheme with pel-adaptive prediction us-
ing CNN. The edge-orientation map obtained by only even
polyphase components enables a pel-adaptive prediction
with no selection information. Moreover, the PSO-based
learning with the initial parameters given by a greedy-
algorithm-based learning makes it possible to achieve a
high coding efficiency. Experimental results show that
our proposed framework is highly efficient for lossless im-
age coding compared with conventional methods including
JPEG standards.
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