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Abstract—This paper studies synchronous phenomena
in a chaotic pulse-coupled neural network (CPCNN), and
presents its application to a chaos-based data gathering
scheme (CDGS) in wireless sensor networks (WSNs). In
CPCNN, chaotic spiking oscillators (CSOs) are coupled to
each other by their output spike-trains. Chaos synchronous
phenomena and their breakdown phenomena in CPCNN
are shown. In CDGS, each wireless sensor node has a
timer characterized by a single CSO. The proposed CDGS
can effectively gather sensor information in WSNs not only
with a single sink node but also with multiple sink nodes.
Through simulation experiments, we show effectiveness of
the proposed CDGS and discuss its development potential.

1. Introduction

Pulse-coupled neural networks (PCNNs) have been stud-
ied extensively [1]-[8]. Basic PCNNs consist of simple
spiking oscillators (SOs), and SOs are coupled to each
other by their output spike-trains. PCNNs can exhibit
various synchronous and asynchronous phenomena [1][2].
Based on these phenomena, PCNNs can be applied to as-
sociative memory [3], image processing [4][5], and so on.
Since the dynamics of PCNN is very simple, synchronous
phenomena in PCNN can be analyzed easily and can be
observed from simple implementation circuits. However,
conventional PCNNs consists of simple SOs can exhibit pe-
riodic synchronization only. In our previous works, chaotic
PCNNs (CPCNNs) consisting of chaotic spiking oscillators
(CSOs) have been proposed. CPCNNs have rich dynamics
including partial and/or temporal synchronization of chaos
[6]-[8].

As one of application examples of PCNN, a
synchronization-based data gathering scheme (SDGS)
in wireless sensor networks (WSNs) has been proposed
[9]. In WSNs, hundreds or thousands of micro-sensor
nodes with resource limitation are deployed without
control in a region and used to monitor and gather sensor
information of environments. In SDGS, a wireless sensor
node or a sink node has a timer characterized by a single
SO. The sink node transmits a stimulus spike signal
periodically, and each wireless sensor node relays the
signal. That is, the WSN itself forms a kind of PCNNs.
Then, all the wireless sensor nodes are synchronized to the

sink node. Each wireless sensor node transmits or relays
gathering sensor information to the sink node in the spike
timings. Using the SDGS, the number of transmitting and
receiving sensor information can be reduced effectively.
Hence, energy consumption of each wireless sensor node
can be saved. However, the conventional SDGS can realize
periodic synchronization only. Therefore, the same sensor
information tends to be relayed by many wireless sensor
nodes. As discussed in Ref. [10], energy consumption
of transceivers in transmitting sensor information is a
dominant factor in WSNs. Such a redundant relay should
be improved, and the total number of transmissions in
WSNs should be reduced. In addition, the conventional
SDGS considers WSNs only with a single sink node. In
the viewpoints of practical applications, SDGS in WSNs
not only with a single sink node but also with multiple sink
nodes should be considered in more detail.

This paper studies synchronous phenomena in CPCNN
and presents its application to data gathering scheme in
WSN. This scheme is referred to as a chaos-based data
gathering scheme (CDGS, [11]). In CPCNN, CSOs are
coupled to each other by their output spike-trains. Chaos
synchronous phenomena and their breakdown phenomena
in CPCNN are shown. Next, CDGS using CPCNN is pre-
sented. In CDGS, each wireless sensor node has a timer
characterized by a single CSO. The proposed CDGS can ef-
fectively gather sensor information in WSNs not only with
a single sink node but also with multiple sink nodes. We
evaluate the proposed CDGS using computer simulations.
Through simulation experiments, we show effectiveness of
the proposed CDGS and discuss its development potential.

2. Chaotic Pulse-Coupled Neural Network

First, a chaotic pulse-coupled neural network (CPCNN)
is introduced. Basic dynamics of the �-th CSO is described
by the following equation.
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Figure 1: Typical phenomena from a master-slave CPCNN.
Upper: Master attractors. Middle: Slave attractors. Bot-
tom: Phase relationships. � � ����, � � �, 	 � �, 
 � �,
Æ � �. (a) Synchronization of chaos: � � ����. (b) Quasi-
synchronization of chaos: � � ��	.
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where �, �, and 	 denote a damping, a self-running angu-
lar frequency, and a slope, respectively. � and 
 denote
base states for self-spike and compulsory-spike, respec-
tively. ��� is an index set of the neighbor and/or master
CSOs to the �-th CSO. Æ is an offset time: The positive and
negative values of Æ represents CPCNN with time-advance
and time-delay couplings, respectively.

Fig. 1 shows typical phenomena from a master-slave
CPCNN consisting 2 CSOs, where � � �, ��� � �
and ��� � ���. As shown in the figure, the 1-st (mas-
ter) CSO exhibits chaotic attractors for both � � ���� and
� � ��	. The 2-nd (slave) CSO is synchronized to the 1-st
CSO for � � ����. That is, CPCNN exhibits master-slave
synchronization of chaos. On the other hand, the 2-nd CSO
is not synchronized but quasi-synchronized to the 1-st CSO
for � � ��	.

Since the dynamics of CPCNN is piecewise linear, these
phenomena can be analyzed easily by using the exact piece-
wise solutions and return maps [6][7]. In CPCNN, CSOs
are coupled to each other only by their output spike-trains.
Therefore, in the master-slave CPCNN for Æ �� �, similar
synchronous and quasi-synchronous phenomena with time-
advance or time-delay can be observed. It should be noted
that these phenomena can be observed easily because the
spike time series ���� � Æ� � � can be calculated by using
the exact piecewise solutions.

3. Chaos-Based Data Gathering Scheme

Next, a chaos-based data gathering scheme (CDGS) in
wireless sensor networks (WSNs) using CPCNN is ex-
plained. WSN consisting of wireless sensor nodes and sink
nodes is considered. Each wireless sensor node or each
sink node has a timer characterized by a single CSO, which
controls timing to transmit and receive sensor information.
A sink node �� broadcasts “distance level �� � �” as a bea-
con signal when ���� � Æ� � �. If a wireless sensor node
�� can receive the signal directly, the distance level of � �

is adjusted as �� � �. At the same time, the state of �� is
changed based on Equation (4). Also, � � forwards the bea-
con signal with own distance level �� when �����Æ� � �. If
the other wireless sensor node �� can receive the signal di-
rectly, the distance level of �� is adjusted as �� � ���� � �.
Repeating in this manner, distance levels of wireless sensor
nodes correspond to a hop count to the nearest sink node.

As synchronization is achieved by the above explained
manner, wireless sensor nodes having a large distance level
can transmit sensor information earlier than those having a
small distance level. As the offset time is set to sufficiently
large value considered conflictions in MAC layer, the sen-
sor information can be relayed sequentially from wireless
sensor nodes far from the sink node.

4. Numerical Simulations

Fig. 2 shows a WSN model for the simulations. In the
figure, 200 wireless sensor nodes are set at random on 8
concentric circles whose centers are �
� �� or ��
� ��, and
2 sink nodes are set on each center. In the simulations for
a single sink node, let only the left center node be a sink
node and let the right center node be a wireless sensor node.
The radio range of each wireless sensor node and each sink
node is set to 5. The radii of the concentric circles are set to
3, 6, 9 and 12, respectively. ��� wireless sensor nodes are
set on the �-th concentric circle from each center. Initial
values of internal states in each wireless sensor node are
set to random values. Parameters are fixed as � � ����,
� � �, 	 � �, 
 � �, and Æ � ���.

Fig. 3 shows spike time of each wireless sensor node. In
the figure, horizontal axis denotes time, and vertical axis
denotes the indexes of each wireless sensor node. Lower
part of each figure denotes wireless sensor nodes and a
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Figure 2: A model of a wireless sensor network.

sink node on the left concentric circles shown in Fig. 2,
and upper part denotes them on the right concentric cir-
cles. In the case of a single sink node for � � ����, all
the wireless sensor nodes are synchronized to each other
with time difference depending on their own distance lev-
els as shown in Fig. 3(a). We can also see that each series
of interspike-intervals is chaotic. In the case of multiple
sink nodes for � � ����, partial and temporal synchro-
nization of chaos can be observed as shown in Fig. 3(b). It
should be noted that it is also hard for the periodic SDGS to
synchronize wireless sensor nodes in the case of multiple
sink nodes. Because, frequency and/or phase of each sink
node is not synchronized unless each sink node is coupled
to each other. In the case of a single sink node for � � ��	,
quasi-synchronous spike-trains can be found as shown in
Fig. 3(c). In the case of multiple sink nodes for � � � ��	,
similar result can be confirmed as shown in Fig. 3(d).

In order to evaluate transmission efficiency in more de-
tail, we evaluate the total number of wireless sensor nodes
(TSN) which relay sensor information from a wireless sen-
sor node to a sink node. Also, we evaluate average delivery
ratio (ADR) for sensor information from a wireless sensor
node to a sink node. We select 40 wireless sensor nodes
�� (� � �� � � � � ��) allocated on the most outside of the left
concentric circles shown in Fig. 2. �� transmits sensor in-
formation in every self-spike timing. We assume that only
one wireless sensor node in �� transmits sensor informa-
tion ��� times, and we then evaluate TSN and ADR.

Figs. 4 and 5 show TSN and ADR, respectively. The
horizontal axis denotes sorted indexes of the transmitting
wireless sensor nodes. In the case of a single sink node
for � � ����, all the wireless sensor nodes are synchro-
nized to each other as shown in Fig. 3(a). Then, sensor
information must be transmitted to the sink node without
transmission miss as shown in Fig. 5(a). However, the sen-
sor information is relayed by many wireless sensor nodes
as shown in Fig. 4(a). In the case of multiple sink nodes for
� � ����, each wireless sensor node is synchronized par-
tially and temporally to each other as shown in Fig. 3(b).
Then, TSN for each transmitting wireless sensor node de-
ceases, compared with the case of a single sink node as
shown in Fig. 4(a). However, it should be noted that ADR
keeps high values for all the transmitting wireless sensor
nodes as shown in Fig. 5(a). In the case of a single sink

node for � � ��	, each wireless sensor node is quasi-
synchronized as shown in Fig. 3(c). Also, similar result
can be found in the case of multiple sink nodes for � � ��	
as shown in Fig. 3(d). It should be noted that TSN shown
in Fig. 4(b) can be reduced significantly, compared with
TSN shown in Fig. 4(a). It can contribute to saving energy
consumption of each wireless sensor node. Although trans-
mission miss of sensor information occurs, ADR is kept as
high values for all the transmitting wireless sensor nodes
as shown in Figs. 5(b). Although a part of broken paths
due to transmission miss exists, sensor information can be
relayed to at least one sink node if at least one active path
to the sink node exists. Therefore, quasi-syncronization in
the proposed CDGS is signifficantly effective for prolong-
ing WSN lifetime.

5. Conclusions

We have studied synchronous phenomena in a chaotic
pulse-coupled neural network (CPCNN), and have pre-
sented its application to a chaos-based data gathering
scheme (CDGS) in wireless sensor networks (WSNs).
Through numerical simulations, we have shown that the
proposed scheme can reduce the total number of the wire-
less sensor nodes which relay the same sensor informa-
tion, keeping high delivery ratio. In addition, the proposed
scheme can be applied easily to wireless sensor networks
with multiple sink nodes and shows great performances in
the viewpoints of prolonging the lifetime of wireless sen-
sor networks. Future problems include evaluation of en-
ergy consumption and comparison with periodic SDGS in
more detail.
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Figure 3: Spike time of each sensor node. (a) A single sink
node (�� � ����). (b) Multiple sink nodes (�� � ����).
(c) A single sink node (�� � ��	). (d) Multiple sink nodes
(�� � ��	).
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Figure 4: Total number of relay wireless sensor nodes
(TSN). (a) � � ����. (b) � � ��	.
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Figure 5: Average delivery ratio (ADR). (a) � � ����. (b)
� � ��	.
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