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Abstract—This paper studies a piecewise linear
switched dynamical system based on the photovoltaic sys-
tems. The input is represented by a current-controlled volt-
age source and is converted to the output through a circuit
whose switching depends on both time and state variable.
Applying the mapping procedure, we have analyzed basic
bifurcation of fixed points which correspond to desired op-
eration of the photovoltaic systems. Especially, we have
found two interesting phenomena. (1) Two stable fixed
points can co-exist and the system exhibits either one de-
pending on the initial state. (2) The maximum power point
is given for an unstable fixed point. These results provide
basic information for design of reliable and stable systems.

1. Introduction

This paper studies dynamics of a simple switched dy-
namical system (SDS) based on the photovoltaic systems
[1]-[9]. The SDS is characterized by nonlinear switching
among several sub-dynamics and has been studied exten-
sively [10]-[12]. The SDS relates to many important en-
gineering systems (e.g., power converters and analog-to-
digital converters ) and its analysis can provide basic infor-
mation to design efficient systems. The nonlinear switch-
ing can cause interesting bifurcation phenomena and its
analysis is an important nonlinear problem.

This paper presents a piecewise linear SDS relating to
the photovoltaic systems and the maximum power point
trackers (MPPT). In the SDS, the input is represented by
a current-controlled voltage source (CCVS) having piece-
wise linear characteristic that can be regarded as a simpli-
fied model of the solar cells [1] [2]. The Input is converted
to the output through a circuit consisting of one inductor,
one diode and one switch. The switching depends on both
periodic clock signal and inductor current; and can cause
rich periodic/chaotic phenomena. Applying simplification
technique in our previous works [12]-[14], essential system
parameters are extracted and the SDS dynamics is simpli-
fied into the phase map that is a one-dimensional difference
equation for the switching phase. Using the piecewise ex-
act solution, the phase map can be described exactly and
precise analysis is possible. Using the phase map, we have
analyzed bifurcation of fixed points which correspond to
desired operation of the photovoltaic systems. Especially,
we have found two interesting phenomena in some param-
eter subspace. First, two stable fixed points can co-exist
and the SDS exhibits either one depending on initial state:
special attention should be paid to initial state in order to

realize stable operation. Such co-existing fixed points are
impossible in the SDS based on dc-dc converters [14]. Sec-
ond, the maximum power point is given for an unstable
fixed point: stabilizing the fixed point is important to real-
ize efficient MPPT [15]. That is, our results provide basic
information for design of reliable and stable systems.

The MPPT is an important technique in renewable en-
ergy problems and various control methods have been stud-
ied [3, 4, 6, 7]. However, global stability has not been ana-
lyzed sufficiently, so far. The small signal analysis for local
stability has been mainstream in existing works on MPPT
[4, 8]. Our phase map is derived from a simplified system,
however, can clarify global stability and chaos, precisely.

2. The Circuit Model

Fig. 1 shows a circuit model of the SDS where the CCVS
has two-segment piecewise linear characteristics.
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�
���� � ��� � �� for � � ��
���� � ��� � �� for � � ��

(1)

where � � � and ����� � � are assumed. This CCVS
can be regarded as a simplified model of solar cells [1]
[3]. Although the solar cells are usually described by a
voltage-controlled function, the function is one-to-one and
the current-controlled description is convenient to derive
circuit equation for inductor current. It goes without saying
that real solar cell parameters vary depending on insolation,
however, we will fix the parameters in this paper. The cir-
cuit has a switch � and a diode � which can be either of
the two states.

State 1: � conducting and � blocking
State 2: � blocking and � conducting

The switching rule is defined by

State 1 � State 2: when � � ��
State 2 � State 1: when 	 � 
� or � � ��.

where �� and �� are upper and lower thresholds, respec-
tively. � is a clock period as shown in Fig. 1. Note that the
lower threshold �� � � prohibits discontinuous conduction
mode where both � and � are blocking. For simplicity, we
assume that the time constant of the load is much larger
than the clock period (� �� � ). In this case the output
load can be replaced with the constant voltage source [12]
- [14] and the circuit dynamics is described by

�
��

�	
�

�
����� for State 1
����� � �� for State 2

(2)

2009 International Symposium on Nonlinear Theory and its Applications
NOLTA'09, Sapporo, Japan, October 18-21, 2009

- 487 -



oV
iV

S

D

C R

L i RCT <<

+
−

iV

i0

b−: slope
pV

pI

a−:slope

t
lJ

T T2

i
uJ

0

CCVS

State 2

State 1

oV
iV

S

D

C R

L i RCT <<

+
−

iV

i0

b−: slope
pV

pI

a−:slopeiV

i0

b−: slope
pV

pI

a−:slope

t
lJ

T T2

i
uJ

0

CCVS

State 2

State 1

Figure 1: Circuit model and switching rule.

where we assume the boost operation: �� � ����� for � � � (
or �� � ������ ). We have also assumed that all the circuit
elements are ideal and the switching is instantaneous [12].
Using the dimensionless variables and parameters:
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(3)
Equation (2) and the switching rule are transformed into

��

��
�

�
����� for State 1
������ � �� for State 2

���� �

�
���� � �� � � for � � �

���� � �� � � for � � �

State 1 � State 2: when � � ��
State 2 � State 1: when � � 
 or � � �

�

.

(4)

The piecewise exact solution for initial condition ��� �� �

���� ��� is given by

State 1:
���� � ��� � �����

�������� �
� ��� for � � �

���� � ��� � �����
���������

� ��� for � � �

State 2:
���� � ��� � �����

�������� � � ��� for � � �

���� � ��� � �����
��������� � ��� for � � �

(5)

where ��� � � � ���, ��� � � � ���, ��� � ��� � � � ���

and ��� � ��� � � � ���. The condition �� � �� � ���
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Figure 2: Typical Waveforms for � � ���, � � �, �� � ���,
�
�

� � and � � ���. (a) Periodic orbit for � � �, (b) and (b’)
Co-existing periodic orbits for � � ����, (c) Periodic orbit for
� � ����. (d) Chaotic orbit for � � ���

guarantees ��� � � and ��� � �. Using these, the orbits can
be calculated precisely.

The dimensionless six parameters can be classified into
two categories: ( �, �, � ) can represent ”solar cell and load”
characteristics and ( �, ��, �

�

) can represent ”control” in
the boost converter. The problem is to consider roles of (
�, ��, �

�

) in the circuit performance for variation of ( �, �,
� ). However, consideration for all the parameters is hard
in this paper. For simplicity, we focus on the parameter
� �

���

	
�
and fix the other parameters by trial-and-errors.

Also, we assume that �� and �� are fixed. We then define
the dimensionless instantaneous power by ���� � ��������.

Fig. 2 shows typical orbits. The circuit has unique peri-
odic orbit in (a) for � � �. As � decreases (� decreases),
the behavior is changed into co-existing stable orbits in (b)
and (b’) where the circuit exhibits either depending on the
initial states. The behavior is then changed into a unique
periodic orbit in (c) and into chaotic orbit in (d).
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Figure 3: Definition of switching time.
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Figure 4: Phase maps for � � ���, � � �, �� � ���, �
�

� � and
� � ���. (a) Stable fixed point �� for � � �, (b) Co-existing stable
fixed points �� and �� for � � ����, (c) Stable fixed point �� for
� � ����, (d) Chaos for � � ���.

3. Phase map and Analysis

In order to analyze the dynamics precisely, we define the
phase map. As shown in Fig. 3, let �� denote the 
-th
switching time at the upper threshold ��. Since �� deter-
mines ����, we can define a one dimensional map � from
positive reals �� to itself. Its iteration can represent the
circuit dynamics:
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�����
� � �. Using the exact piecewise solution in

(5), the map can be calculated exactly. For convenience,
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Figure 5: Bifurcation for � � �	�, � � �, �� � �	�, �
�

� �

and � � 			. (a) Attractors of phase map for decreasing
�, (a’) That for increasing �, (b) Slope of fixed point(s),
(c) Average power of periodic orbits corresponding to fixed
points. �� and �� correspond to �� and ��, respectively.
The maximum power point is indicated by the circle.

we introduce a phase variable 
� � �� mod 1. Using this,
the map � can be simplified into the phase map � from unit
interval � � 
�� �� to itself:


��� � � ���� � ��
�� mod 1� 
� � � (7)

That is, the circuit dynamics can be integrated into the iter-
ation of this phase map.

Fig. 4 shows typical shapes of the phase map for the
same parameter values as Fig. 2. The stable fixed point
�� in (a) corresponds to periodic orbit in Fig. 2 (a). As
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� decreases, the second segment appears in the left-side
as shown in (b) where the phase map has two stable fixed
points �� and ��. The �� and �� correspond to small and
large amplitude orbits in Fig. 2 (b) and (b’), respectively.
After that, the fixed point �� loses its stability, and the
phase map has a unique stable fixed point �� in (c). As
� decreases further, the �� loses its stability and the phase
map exhibits chaotic behavior as shown in (d).

The bifurcation for � is summarized in Fig. 5 (a) and
(a’). The diagram shows various periodic/chaotic attrac-
tors and we pay special attention to the fixed points �� and
��. The fixed point corresponds to a desired periodic or-
bit in the circuit. From MPPT viewpoint, a basic problem
is finding parameters that gives the maximum power point
for the periodic orbit. Note that Fig. 5 (a) ( respectively,
(a’) ) are drawn for decreasing � (respectively, increasing
� ). We can confirm a parameter range on which the fixed
point is different: (a) shows ��, (a’) shows �� hence they
co-exist on this range.

Fig. 5 (b) shows slope of the phase map �� at �� and ��:
if the magnitude of the slope is less than one, the phase map
is contracting near the fixed point and the fixed point is sta-
ble. We can confirm the parameter range ( the right side of
�� ) where magnitude of slope is lass than one for both ��

and ��: this is the evidence for stability of the co-existing
fixed points. The circuit exhibits either fixed point depend-
ing on initial state and transition between � � and �� has
hysteresis as suggested in (a) and (a’): the observed phe-
nomenon is switched from �� to �� as � decreases, that is
switched from �� to �� as � increases, and the two thresh-
olds are different. Fig. 5 (c) shows average power � of
periodic orbits corresponding to the fixed points � � and ��.
Note that the maximum power is given at � � �� . Since
�� is less than �� at which �� loses its stability, the the
maximum power is given on the unstable periodic orbit.

4. Conclusions

The simple piecewise linear circuit model based on pho-
tovoltaic systems has been studied in this paper. The circuit
includes CCVS that can be regarded as a simplified model
of the solar cell. Applying the mapping procedure, basic
bifurcation phenomena have been investigated. Especially,
we can suggest two important remarks.

� The circuit can have co-existing stable periodic orbits.
In the case, we must pay special attention to initial
state setting in order to realize suitable circuit opera-
tion.

� The unstable periodic orbit (UPO) can give the max-
imum power point. Stabilizing the objective UPO is
important to realize efficient MPPT.

Future problems are many, including detailed analysis of
bifurcation phenomena, stabilizing the UPO for design of
the MPPT, and design of practical circuits.
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