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Abstract—We give a novel lower bound of the mini-
mum values of the normalized auto-correlation functions
for de Bruijn sequences of length N = 2n (n ≥ 3). The
lower bound is tight in the sense that the equality holds for
n = 3 and n = 4. For 3 ≤ n ≤ 6, we experimentally
characterize the worst and the second-worst sequences in
all de Brujin sequences in terms of the normalized auto-
correlation function.

1. Introduction

Correlational properties of pseudo-random sequences
play important roles in the systems in which the sequences
are used, such as cryptography and digital communication
systems. Pseudo-random sequences appropriate for appli-
cation in such systems are supposed to fulfill the property
of full-length or maximal-period from the view point of
complexity.

To generate full-length sequences, a LFSR (linear feed-
back shift register) is commonly used. On the other
hand, in view of randomness in chaotic dynamics of one-
dimensional ergodic transformations, sequences based on
discretized Bernoulli transformations were proposed in [1]
and [2]. The latter sequences have a great advantage in
terms of their family size. For instance, for binary se-
quences of length 2n, while the total number of the former
sequences is much less than 2n/n, the total number of the
celebrated de Bruijn sequences is known to be 22n−1−n.

In [3], we generally defined discretized Markov trans-
formations and found an algorithm to give the total num-
ber of full-length sequences based on discretized Markov
transformations. The discretized Markov transformations,
which can be regarded as examples of ultradiscrete dy-
namical systems [4], are permutations of subintervals in
Markov partitions determined from the transformations.
From this viewpoint, de Bruijn sequences are merely spe-
cial examples of full-length sequences in the discretized
Markov transformations. In fact, they are full-length se-
quences based on a subclass of the discretized dyadic trans-
formations.

In previous research [5], we defined the piecewise-
monotone-increasing Markov transformations and gave the
bounded monotone truth-table algorithm for generating all
full-length sequences which are based on the discretized
piecewise-monotone-increasing Markov transformations.

The algorithm proposed in [5] is applicable to generation of
all de Bruijn sequences. We stress here that only a few al-
gorithms are known for generating all de Bruijn sequences,
while a number of results have contributed to generations
of a single sequence or a small fraction of the sequences
[6]–[7].

In light of the previous results [5], we can freely con-
struct all full-length sequences, including all de Bruijn se-
quences, which are based on the discretized piecewise-
monotone-increasing Markov transformations. Unfortu-
nately, however, we know little of the statistical properties
of full-length sequences which are based on the discretized
transformations.

With the help of linearity, the algebraic structure of
LFSR enables us to evaluate the correlational properties
of full-length sequences based on the LFSR. On the other
hand, because of the nature of nonlinearity, it is intractable
to characterize the correlational properties of full-length
sequences based on the discretized piecewise-monotone-
increasing Markov transformations. Even for de Bruijn
sequences, only bounds of the maximum values of the
normalized auto-correlation functions are known [8]. For
modified de Bruijn sequences of length 2n − n (4 ≤ n ≤ 6),
the auto-correlation values are experimentally examined in
[9].

In this report, we study statistical properties of full-
length sequences which are based on the discretized
piecewise-monotone-increasing Markov transformations.
The problem of finding a family of good sequences in terms
of the correlational properties is not only mathematically
challenging but also practically important as pointed out
in the beginning of the Introduction. As the first step, we
focus on a fundamental example of such full-length se-
quences, namely the de Bruijn sequences, and we study the
bounds of the normalized auto-correlation values of the de
Bruijn sequences.

This report is composed of five sections. In Sect. 2, we
briefly review the previous results on the values of the nor-
malized auto-correlation functions for de Bruijn sequences.
In Sect. 3, we give a novel lower bound of the minimum
values of the normalized auto-correlation functions for de
Bruijn sequences of length N = 2n (n ≥ 3). In Sect. 4,
we show that the lower bound is tight in the sense that the
equality holds for n = 3 and n = 4. The report concludes
with the summary in Sect. 5.
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2. Preliminaries

The correlation functions for sequences are measures
of the similarity, or relatedness, between two sequences.
Mathematically they are defined as follows.

Definition 1 The cross-correlation function of time delay `
for the sequences X = (Xi)N−1

i=0 and Y = (Yi)N−1
i=0 over {−1, 1}

is defined by

RN(`; X,Y) =
N−1∑
i=0

XiYi+` ( mod N),

where ` = 0, 1, · · · ,N − 1 and, for integers a and b (≥ 1),
a (mod b) denotes the least residue of a to modulus b. The
normalized cross-correlation function of time delay ` for
the sequences X and Y is defined by

rN(`; X,Y) =
1
N

N−1∑
i=0

XiYi+` ( mod N).

If X = Y, we call RN(`; X, X) and rN(`; X, X) the auto-
correlation function and the normalized auto-correlation
function, and simply denote them by RN(`; X) and rN(`; X),
respectively.

By the definition, it is easy to verify the following prop-
erties:

Remark 1 For any X = (Xi)N−1
i=0 over {−1, 1}, the normal-

ized auto-correlation function rN(`; X, X) satisfies

rN(`; X) = rN(N − `; X) (1)

and
rN(0; X) = 1. (2)

In this research, the focus is on the de Bruijn sequences,
which are typical examples of full-length sequences in the
discretized Markov transformations as stated in the Intro-
duction. The de Bruijn sequences can be defined in terms
of the discretized Markov transformations [3]. However,
we here simply define them irrespective of the discretized
Markov transformations as follows.

A (binary) cycle of length k is a sequence of k digits
a1a2 · · · ak taken in a circular order. In the cycle a1a2 · · · ak,
a1 follows ak, and a2 · · · aka1, · · · , aka1 · · · ak−1 are all the
same cycle as a1a2 · · · ak.

A (binary) complete cycle of length 2n is a cycle of bi-
nary 2n-words, such that the 2n possible ordered sets of bi-
nary n-words of that cycle are all different. Any binary
n-word occurs exactly once in the complete cycle. A com-
plete cycle of length 2n has normality of order n.

Example 1 We give examples of complete cycles of length
2n:

n = 1, 01,
n = 2, 0011,
n = 3, 00010111, 00011101.

Because of the following theorem, the complete cycles
are sometimes called de Bruijn sequences.

Theorem 1 (de Bruijn [10], Flye Sainte-Marie [11])
For each positive integer n, there are exactly 22n−1−n

complete cycles of length 2n.

In this study, we are concerned with correlational prop-
erties of the de Bruijn sequences. As we see above, a
de Bruijn sequence is usually defined as a sequence over
{0, 1} while the correlation functions are defined for a se-
quence over {−1, 1}. Throughout this report, when we com-
pute the values of the normalized auto-correlation functions
rN(`; X) for a de Bruijn sequence X, we regard 0 in the de
Bruijn sequences as −1. In other words, we transform a
de Bruijn sequence X of length N over {0, 1} to a sequence
of length N over {−1, 1} by one-to-one correspondence be-
tween 0 and −1.

The following properties for the normalized auto-
correlation functions of a de Bruijn sequences are well
known. We start with this result. For a proof, consult [6]
for example.

Theorem 2 Let N = 2n (n ≥ 1). For any n (≥ 1), the nor-
malized auto-correlation functions of de Bruijn sequences
satisfy

N−1∑
`=0

rN(`; X) = 0, (3)

and

rN(`; X) = rN(N − `; X) = 0, 1 ≤ ` ≤ n − 1. (4)

3. Bounds of Auto-Correlation Values of de Bruijn Se-
quences

We set N = 2n (n ≥ 1). By (2) in Remark 1, for any n, if
X is a de Bruijn sequence of length 2n, we always have

max
0≤`≤N−1

rN(`; X) = 1.

On the other hand, except for the case ` = 0, we obtain

Theorem 3 ([8]) If X is a de Bruijn sequence of length 2n,
then

0 ≤ max
1≤`≤N−1

rN(`; X) ≤ 1 − 4
2n ·
[

2n

2n

]
,

where [x] denotes the greatest integer not exceeding x.

Similarly, (4) in Theorem 2, for any n, if X is a de Bruijn
sequence of length 2n, we always have

min
0≤`≤N−1

rN(`; X) ≤ 0.

To simplify notations, we write

rmin = min
0≤`≤N−1

rN(`; X), rmax = max
0≤`≤N−1

rN(`; X)
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as well as
r̂max = max

1≤`≤N−1
rN(`; X).

As mentioned above, for de Bruijn sequences, rmax and
the bounds of r̂max are already clarified. Unfortunately,
however, to the best of the authors’ knowledge, for de
Bruijn sequences, any lower bounds of rmin are unknown
up to now.

From Example 1, it is easy to check the following re-
mark:

Remark 2 For n = 1 and n = 2, if X is a de Bruijn se-
quence of length 2n, we have rmin = −1. Besides, for n = 3,
if X is a de Bruijn sequence of length N = 8, we obtain
rmin = −0.5.

Thus we are interested in the lower bounds of rmin for the
case n ≥ 3 if X is a de Bruijn sequence of length 2n.

By symmetry for ` = 2n−1, we have

rN(2n−1; X) =
2
N

2n−1−1∑
n=0

XnXn+2n−1 .

Taking account of this form, we obtain for the worst case

Lemma 1 If rmin = −1, then we must have

Xi = Xi+2n−1 , 0 ≤ i ≤ 2n−1 − 1.

For a ∈ {0, 1}, we use a to denote the binary complement of
a, i.e. 0 = 1 and 1 = 0.

In virtue of this lemma, we obtain

Theorem 4 For n ≥ 3, if X is a de Bruijn sequence of
length 2n, we have

−1 +
4
2n ≤ rmin ≤ 0. (5)

4. Experimental Results

For n = 4, the normalized auto-correlation properties for
all 16 de Bruijn sequences are classified into four patterns.
All the patterns are shown in Figures 1 (a) to (d).

Figure 1 (a) shows rmin = −0.75 and r̂max = 0.5, which
are the worst values in four patterns. Let us call such
sequences the worst sequences if their normalized auto-
correlation function achieve one of these worst values. For
n = 4, 5, and 6, the characteristics of the worst sequences
are summarized in Table 1. For n = 5 and 6, the total
numbers of de Bruijn sequences are 211 = 2048 and 226,
respectively. The worst values of rmin and r̂max, the time
delays ` that attain the worst rmin or r̂max, and the number
of the worst sequences are listed in Table 1.

Remark 2 and Table 1 imply the following remark:

Remark 3 If n = 3 and n = 4, the equality holds for the
lower bound of rmin in (5).

In this sense, the lower bound of rmin given by (5) is tight.
From the view point of randomness, the normalized

auto-correlation functions for pseudo-random sequences
are often expected to be like a delta-function. For n = 4,
the sequences with the normalized auto-correlation func-
tions in Figures 1 (b) and (c) suit this requirement. How-
ever, even except for the worst sequences, for n = 4, the se-
quences having the normalized auto-correlation functions
in Figure 1 (d) do not satisfy this requirement.

In addition, Figures 1 (a) to (d) experimentally suggest

r̂max ≤ |rmin|.

Figure 1 (d) shows rmin = −0.5 that is smaller in the ab-
solute value than the worst value rmin = −0.75 in Figure
1 (a) and equals in the absolute value to the worst value
r̂max = 0.5 in Figure 1 (a). Let us call such sequences
the second-worst sequences if rmin for the sequences is the
smallest in all de Bruijn sequences except the worst se-
quences. For n = 4, 5, and 6, the characteristics of the
second-worst sequences are summarized in Table 2. The
second-worst values of rmin, the time delays ` that attain
the second-worst rmin, and the number of the second-worst
sequences are listed in Table 2.

Experimentally Table 1 and 2 imply that the worst cases
rmin or r̂max tend to occur at ` = 2n−1 if n becomes large.
Intuitively this is because by Lemma 1 rmin = −1 only if
` = 2n−1.

Table 1 and 2 provide a class of the worst and the
second-worst sequences in terms of the normalized auto-
correlation functions. By eliminating the class, we can con-
struct a family of good de Bruijn sequences in terms of such
correlation functions.

Table 1: The characteristics of the worst sequences
n rmin, r̂max time delay ` the number of seqs
4 rmin = −0.75 ` = 4, 12 4

r̂max = 0.5 ` = 8 4
5 rmin = −0.75 ` = 8, 24 8

` = 16 4
r̂max = 0.5 ` = 10, 22 4

` = 16 32
6 rmin = −0.875 ` = 32 96

r̂max = 0.625 ` = 32 696

Table 2: The characteristics of the second-worst sequences

n rmin time delay ` the number of seqs
4 −0.5 ` = 7, 9 4
5 −0.625 ` = 5, 27 64

` = 8, 24 16
` = 13, 19 8

6 −0.75 ` = 32 4728
` = 17, 47 8
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5. Summary

We gave a novel lower bound of the minimum values
of the normalized auto-correlation functions for de Bruijn
sequences of length N = 2n (n ≥ 3). The lower bound was
tight in the sense that the equality holds for n = 3 and n = 4.
For 3 ≤ n ≤ 6, we experimentally characterized the worst
and the second-worst sequences in all de Brujin sequences
in terms of the normalized auto-correlation function.
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(a) The normalized auto-correlation function characterizing the
worst sequences.
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(b) The normalized auto-correlation function characterizing one
of the best sequences.
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(c) The normalized auto-correlation function characterizing one
of the best sequences.
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(d) The normalized auto-correlation function characterizing the
second-worst sequences.

Figure 1: The four patterns of the normalized auto-correlation
function for a de Bruijn sequence of length 24.
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