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Abstract—In this paper, the cluster synchronization
problem is addressed for a class of impulsive delayed dy-
namical networks with hybrid coupling. A more gen-
eral delayed coupling term including different transmis-
sion delay and self-feedback delay is considered. Based
on the average impulsive interval approach, a novel uni-
fied globally exponential cluster synchronization criterion
is derived, which is valid for delayed dynamical networks
with synchronizing impulses or desynchronizing impulses
simultaneously. It is shown that the derived unified cri-
terion are related to impulse strengths, average impulsive
interval, and the coupling structure of the networks.

1. Introduction

Over the past decade, basic properties of complex dy-
namical networks have drawn a great deal of attention from
diverse fields of science and engineering [1, 2], especially
with respect to synchronization which is a kind of typical
collective behavior. From the literature, there exist two
common phenomena in many dynamical networks: delay
effects and impulsive effects [3–8]. Due to the finite speeds
of transmission and spreading as well as traffic congestion,
time delay is inevitably encountered in dynamical networks
[3, 4, 6–8]. On the other hand, the states of nodes in re-
alistic networks are often subject to instantaneous pertur-
bations and experience abrupt changes at certain instants,
which may be caused by switching phenomenon, frequency
change, or other sudden noise; that is, they exhibit impul-
sive effects [5–8]. Recently, impulsive dynamical networks
have drawn increasing attention for their various applica-
tions in information science, economic systems, automated
control systems, etc., [6–8]. Since time delays and im-
pulses can heavily affect the dynamical behaviors of the
networks, it is necessary to study both effects of time delays
and impulses on synchronization of dynamical networks.

In practice, due to the specific goals, many technologi-
cal, social and biological networks can be divided into clus-
ters (communities), and nodes in the same cluster usually
have the same function or property [1, 9]. This interest-
ing and significant phenomenon can be described as clus-
ter synchronization. By general definition, cluster synchro-
nization is the phenomenon that the nodes in a dynamical
network split into clusters, such that the nodes belonging to
the same cluster are are completely synchronized (i.e., all

the nodes in the same cluster approach to a uniform dynam-
ical behavior), but those in different clusters are not [9].
Owing to its significance in biological sciences and com-
munication engineering, cluster synchronization of com-
plex dynamical network has recently received notable at-
tention, and many excellent results have been obtained [10–
12]. However, few results on cluster synchronization of im-
pulsive delayed dynamical networks have been reported.

In general, there exist two types of time delays in dy-
namical networks. One is internal delay occurring inside
the dynamical node [4, 6–8, 11]. The other is coupling
delay caused by the exchange of information between dy-
namical nodes [3, 4, 7, 11]. Therefore, both the internal
delay and coupling delay should be taken into account to
describe real-world networks. Recently, much efforts have
been devoted to synchronization in delayed dynamical net-
works [3, 4, 6–8, 11]. Unfortunately, most of the exist-
ing researches focus on the delayed coupling term given by
Γ1

(
x j(t − σ) − xi(t − σ)

)
[3, 11] (i.e., the node’s own state

and neighbors’s states are affected by the same delay) or
that described by Γ1

(
x j(t − σ) − xi(t)

)
[4] (i.e., only trans-

mission delay for signal sent from node j to node i exists
in the network). In a real-word signal transmission pro-
cess, however, delay may affect both the node’s own state
and neighbors’s states and self delay may be different from
neighboring delay [7]; that is, the coupling term has the
form of Γ1

(
x j(t − σ1) − xi(t − σ2)

)
, which is feedback with

nonidentical delay. Hence, the delayed coupling term in-
volving different transmission delay and self-feedback de-
lay would be more close to the realistic situation. Obvi-
ously, this type of delayed coupling term takes the afore-
mentioned two types of delayed coupling terms as a spe-
cial case. Hence, a general model of impulsive delayed
dynamical network with the internal delay and the delayed
coupling term as Γ1

(
x j(t − σ1(t)) − xi(t − σ2(t))

)
will be

discussed in this paper.
The purpose of this paper is to investigate the cluster

synchronization of a class of impulsive delayed dynamical
networks with both the internal delay and coupling delay.
A more general delayed coupling term including different
transmission delay and self-feedback delay is considered.
Based on the average impulsive interval approach, a novel
unified globally exponential cluster synchronization crite-
rion is derived, which is simultaneously valid for synchro-
nizing and desynchronizing impulses.
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2. Problem formulation and preliminaries

In this paper, we consider a general complex delayed dy-
namical network consisting of N dynamical nodes with m
clusters, where each node is an n−dimensional dynamical
system with time-varying delay. Without lose of general-
ity, the ith cluster is denoted by Ci (1 ≤ i ≤ m) and let
C1 = {1, 2, . . . , l1}, C2 = {l1 + 1, l1 + 2, . . . , l1 + l2}, . . .,
Cm = {l1 + l2 + · · ·+ lm−1 + 1, l1 + l2 + · · ·+ lm−1 + 2, . . . , l1 +
l2 + · · · + lm−1 + lm}, where 1 < lm ≤ N and

∑m
r=1 lr = N.

The dynamical behavior of the complex delayed dynamical
network can be described as

ẋi(t) = fr(t, xi(t), xi(t − τr(t))) + c0

N∑
j=1, j,i

b(0)
i j Γ0

(
x j(t)

−xi(t)
)
+ c1

N∑
j=1, j,i

b(1)
i j Γ1

(
x j(t − σ1(t))

−xi(t − σ2(t))
)
, i ∈ Cr, (1)

where r ∈ R=
{
1, 2, · · · ,m

}
, xi(t) = (xi1(t), xi2(t), . . . , xin(t))⊤

∈ Rn is the state variable of each isolated node, fr :
[0,+∞) × Rn × Rn → Rn is a continuously vector-valued
function governing the evolution of each individual node
in the cluster Cr. The time delays τr(t), σ1(t), and σ2(t)
may be unknown but are bounded by known constants, i.e.,
0 ≤ τr(t) ≤ τr, 0 ≤ σ1(t) ≤ σ1, and 0 ≤ σ2(t) ≤ σ2,
in which τr(t) denotes the internal delay occurring inside
the individual node in the cluster Cr, σ1(t) represents the
transmission delay for signal sent from node j to node i,
and σ2(t) is the self-feedback delay. The positive constants
c0 and c1 are the coupling strengths. Γ0 = (γ0

i j)n×n > 0
and Γ1 = (γ1

i j)n×n represent the inner connecting matri-

ces. B(0) = (b(0)
i j )N×N and B(1) = (b(1)

i j )N×N are the cou-

pling matrices, in which b(0)
i j and b(1)

i j are defined as fol-
lows: if node i receives direct information from node j
at time t and t − τ2(t), respectively, then b(0)

i j , 0 and

b(1)
i j , 0; otherwise, b(0)

i j = 0 and b(1)
i j = 0. Additionally, the

diagonal elements of matrices B(0) and B(1) are defined by
b(l)

ii = −
∑

j=1, j,i b(l)
i j , i = 1, 2, . . . ,N, l = 0, 1, and thus one

has
∑N

j=1 b(l)
i j = 0, i = 1, 2, . . . ,N, l = 0, 1. In general, B(0)

and B(1) are the asymmetric matrices and may not be iden-
tical. This implies that the network is directed. Throughout
the paper, we always assume that there exist some positive
constants L0

r and Lτr such that(
x(t) − y(t)

)⊤(
fr(t, x(t), x(t − τr(t))) − fr(t, y(t), y(t − τr(t)))

)
≤ L0

r

(
x(t) − y(t)

)⊤(
x(t) − y(t)

)
+Lτr

(
x(t − τr(t)) − y(t − τr(t))

)⊤(
x(t − τr(t)) − y(t − τr(t))

)
,

(2)

for any x(t), y(t) ∈ Rn and r ∈ R.

In practical, the states of nodes in many realistic net-
works are often subject to instantaneous perturbations and
experience abrupt changes at certain instants due to switch-
ing phenomenon, frequency change or other sudden noise,
i.e., they exhibit impulsive effects [5–8]. Hence, it is rea-
sonable to assume that at time instants tk, there are “sudden
changes” (or “jumps”) in the state of node i such that

∆xi

∣∣∣
t=tk

△
= xi(t+k ) − xi(t−k ) = dk xi(t−k ), i = 1, 2, . . . ,N, (3)

where {t1, t2, t3, . . .} is an impulsive sequence satisfy-
ing tk−1 < tk and limk→∞ tk=+∞, xi(t+k )=limt→t+k xi(t),
xi(t−k )=limt→t−k xi(t), and dk ∈ R represents the strength of
impulses. Then, we can obtain the following impulsive de-
layed dynamical network:

ẋi(t) = fr(t, xi(t), xi(t − τr(t))) − c1b(1)
ii Γ1

(
xi(t − σ1(t))

−xi(t − σ2(t))
)
+ c0

m∑
p=1

∑
j ∈Cp

b(0)
i j Γ0x j(t)

+c1

m∑
p=1

∑
j ∈Cp

b(1)
i j Γ1x j(t − σ1(t)), t , tk,

∆xi = xi(t+k ) − xi(t−k ) = dk xi(t−k ), t = tk, k ∈ Z+,

xi(t0 + s) = φi(s), s ∈ [−σ, 0], i ∈ Cr, t ≥ t0,

(4)

where r ∈ R, Z+={1, 2, . . .} denotes the set of positive in-
teger numbers, and σ=max{σ1, σ2, τ} with τ = maxr∈R τr.
Without loss of generality, we suppose that xi(t) is left con-
tinuous at t = tk, i.e., xi(tk) = xi(t−k ). The initial condi-
tions φi(s) ∈ PC

(
[−σ, 0],Rn

)
, in which PC

(
[−σ, 0],Rn

)
denotes the set of all functions of bounded variation and
left-continuous on any compact subinterval of [−σ, 0].

As preliminaries, the following statements are necessary.
Definition 1. The impulsive delayed dynamical network
(4) with N nodes is said to realize cluster synchronization,
if N nodes can be divided into m clusters as defined above
such that

lim
t→+∞

||xi(t) − x j(t)|| = 0, ∀i, j ∈ Cr, r ∈ R, (5)

and

lim
t→+∞

||xi(t) − x j(t)|| , 0, i ∈ Cr1 , j ∈ Cr2 ,

r1 , r2, r1, r2 ∈ R. (6)

Definition 2. [5] (Average Impulsive Interval) An impul-
sive sequence ζ = {t1, t2, t3, . . .} is said to have average im-
pulsive interval Ta if there exist positive integer ς0 and pos-
itive number Ta such that

T − t
Ta
− ς0 ≤ Nζ(T, t) ≤

T − t
Ta
+ ς0, ∀T ≥ t ≥ 0, (7)

where Nζ(T, t) denotes the number of impulsive times of
the impulsive sequence ζ on the time interval (t,T ), the
constant ς0 is called the “elasticity number” of the im-
pulsive sequence, which implies that, on the time interval
(t,T ), the practical number of impulsive times Nζ(T, t) may
be more or less than (T − t)/Ta by ς0.
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Assumption 1. Suppose that there exist constants ar for
r ∈ R such that the diagonal elements of the coupling ma-
trix B(1) of dynamical network (4) satisfy

b(1)
11 = . . . = b(1)

l1, l1
= −a1,

b(1)
l1+1, l1+1 = . . . = b(1)

l1+l2, l1+l2
= −a2, . . . ,

b(1)
l1+l2+···+lm−1+1, l1+l2+···+lm−1+1 = . . . = b(1)

NN = −am.

Assumption 2. Suppose the coupling matrix B(l) (l = 0, 1)
of dynamical network (4) has the following block form:

B(l)
11 B(l)

12 · · · B(l)
1m

B(l)
21 B(l)

22 · · · B(l)
2m

...
...

. . .
...

B(l)
m1 B(l)

m2 · · · B(l)
mm


(8)

where each block B(l)
uv=(b(l)

i j ) ∈ Rlu× lv (u, v ∈ R) is a zero-

row-sum matrix, i.e.,
∑

j ∈Cv
b(l)

i j = 0, i ∈ Cu, and each diag-

onal block B(l)
uu=(b(l)

i j ) ∈ Rlu× lu satisfies b(l)
i j ≥ 0 (i , j) and

b(l)
ii =−

∑
j ∈Cu

b(l)
i j . In addition, rank

(
B(0)

uu

)
= lu − 1, u ∈ R.

Remark 1. In general, b(l)
i j > 0 (or < 0), i , j, l = 0, 1, is

viewed as the cooperative (or competitive) relationship be-
tween node i and node j [13]. Hence, Assumption 2 implies
that nodes belonging to the same cluster only have cooper-
ative relationships, while the nodes in different clusters can
have both competitive and cooperative relationships. Ad-
ditionally, the matrix B(0)

uu can be regarded as the Laplacian
matrix of a weighted graph with a spanning tree, and B(0)

uu
has an eigenvalue 0 with multiplicity 1 [14].

In this paper, we are mainly interested in studying the
cluster synchronization problem for the impulsive delayed
dynamical network (4). For this purpose, we introduce sr(t)
= 1

lr

∑
w∈Cr

xw(t), r ∈ R, and define error vectors as eir(t) =
xi(t) − sr(t), i ∈ Cr and r ∈ R. Based on Assumption 2,
one has

∑
j ∈Cp

b(0)
i j Γ0sp(t) =

∑
j ∈Cp

b(1)
i j Γ1sp

(
t − σ1(t)

)
= 0n for

i =1, 2, . . . ,N and p = 1, 2, . . . ,m, where 0n denotes the
n−demensional vector of zeros. Hence, we obtain

ėir(t) = ẋi(t) − ṡr(t) = ẋi(t) −
1
lr

∑
w∈Cr

ẋw(t)

= f̃r(t, xi, sr, x
τr
i , s

τr
r ) + ar c1Γ1

(
eir(t − σ1(t))

−eir(t − σ2(t))
)
+ c0

m∑
p=1

∑
j ∈Cp

b(0)
i j Γ0e jp(t)

+c1

m∑
p=1

∑
j ∈Cp

b(1)
i j Γ1e jp

(
t − σ1(t)

)
+ Jr, t , tk,

∆eir(tk) = eir(t+k ) − eir(t−k )

= xi(t+k ) − xi(t−k ) − 1
lr

∑
w∈Cr

(
xw(t+k ) − xw(t−k )

)

= dk xi(t−k ) − dk

lr

∑
w∈Cr

xw(t−k ) = dkeir(t−k ), t = tk,∑
i∈Cr

eir(t) =
∑
i∈Cr

(
xi(t) − sr(t)

)
=

∑
i∈Cr

xi(t) − lr sr(t) = 0n,

where f̃r
(
t, xi, sr, x

τr
i , s

τr
r

)
= fr

(
t, xi(t), xi(t − τr(t))

)
−

fr
(
t, sr(t), sr(t − τr(t))

)
and Jr = fr

(
t, sr(t), sr(t −

τr(t))
)
− 1

lr

∑
w∈Cr

fr
(
t, xw(t), xw(t − τr(t))

)
−

1
lr

∑
w∈Cr

(
c0

∑N
j=1 b(0)

w j Γ0x j(t) + c1
∑N

j=1 b(1)
w j Γ1x j(t − σ1(t))

)
.

Note that xi(t) is left continuous at t=tk, i.e., xi(tk)=xi(t−k ),
then the error dynamical system can be characterized by:

ėir(t) = f̃r(t, xi, sr, x
τr
i , s

τr
r ) + arc1Γ1

(
eir(t − σ1(t))

−eir(t − σ2(t))
)
+ c0

m∑
p=1

∑
j ∈Cp

b(0)
i j Γ0e jp(t)

+c1

m∑
p=1

∑
j ∈Cp

b(1)
i j Γ1e jp

(
t − σ1(t)

)
+ Jr, t , tk,

eir(t+k ) = (1 + dk)eir(tk), t = tk, k ∈ Z+, t ≥ t0, i ∈ Cr.

(9)

where r ∈ R. Clearly, if the zero solution of the error
system (9) is globally exponentially stable, then globally
cluster synchronization of the impulsive delayed dynami-
cal network (6) is achieved according to Definition 1.
Remark 2. When |(1 + dk)| > 1, i.e., the impulsive
strengths dk > 0 or dk < −2, the impulses can poten-
tially destroy the synchronization of the impulsive delayed
dynamical network (4) because the absolute values of the
synchronization errors are enlarged. Hence, the impulses
with |(1 + dk)| > 1 are desynchronizing impulses. Con-
versely, when |(1 + dk)| < 1, i.e., the impulsive strengths
−2 < dk < 0, the impulses are synchronizing impulses,
since the absolute values of the synchronization errors are
reduced. In addition, when |(1+dk)| = 1, i.e., the impulsive
strengths dk = 0 or dk = −2, the impulses are neither bene-
ficial nor harmful for the synchronization of the impulsive
delayed dynamical network (4), since the absolute values
of the synchronization errors are unchanged. This type of
impulses are called inactive impulses [5]. Due to the fact
that inactive impulses have no effect on the synchronization
dynamics of the impulsive delayed dynamical network (4),
we will not discuss this trivial case in this paper.

3. Main results

For convenience, define the matrix B̃(0)
r as B̃(0)

r
∆
=

(
B(0)

rr +

B(0)
rr
⊤) − Ξr, where Ξr = diag

(
ξr1, ξ

r
2, · · · , ξrlr

)
with ξrj =∑

u∈Cr
b(0)

u j . Under Assumption 2, it is easy to see that the

matrix B̃(0)
r (r ∈ R) is a symmetrical irreducible matrix with

zero-row-sum and nonnegative off-diagonal elements. This
means that zero is an eigenvalue of B̃(0)

r (r ∈ R) with mul-
tiplicity 1, and all the other eigenvalues of B̃(0)

r (r ∈ R) are
strictly negative [15]. Hence, eigenvalues of B̃(0)

r (r ∈ R)
can be ordered as 0 = λ̃r

1 > λ̃
r
2 ≥ · · · ≥ λ̃r

lr
.
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Theorem 1. Suppose that Assumptions 1-2 hold, and the
impulsive sequence ζ = {t1, t2, t3, . . .} satisfies (7) with av-
erage impulsive interval Ta and elasticity number ς0. Then
the impulsive delayed dynamical network (4) is globally
cluster synchronized if there exist positive constants ς1, ς2,
ς3,ς4, d and a constant q1 such that

(i) (1 + dk)2 ≤ d, k ∈ Z+,

(ii) Ωr + Θrλ(Θr)Ilr − q1Ilr ≤ 0, r ∈ R,

(ii) ϖ ∆
=

ln d
Ta
+ q1 + γ q2 < 0,

where Ωr =

(
2L0

r +arc1ς1λmax(Γ1Γ
⊤
1 )+arc1ς2λmax(Γ1Γ

⊤
1 )+

(m − 1)ς3 max
1≤r, q≤m, r,q

(
λmax

(
B(0)

rp B(0)
rp
⊤))
λmax

(
Γ0Γ

⊤
0

)
+ (m −

1)ς−1
3 + mς4 max

1≤r, q≤m

(
λmax

(
B(1)

rp B(1)
rp
⊤))
λmax

(
Γ1Γ

⊤
1

))
Ilr , q2 =

2
(

max
1≤r≤m

Lτr
)
+arc1ς

−1
1 +arc1ς

−1
2 +mς−1

4 , γ=max{ d−ς0 , 1, d ς0 },

and Θr = c0

(
λ̃r

2 +
(

max
1≤ j≤ lr

ξrj
))

with

λ(Θr) =


λmax(Γ0), if Θr > 0,
0, if Θr = 0,
λmin(Γ0), if Θr < 0.

(10)

Remark 3. It can be seen that the condition 0 < d < 1 or
d > 1 is not imposed in Theorem 1. This means that the
cluster synchronization criterion derived in Theorem 1 not
only can be applied to the case with |1+dk | < 1 (synchroniz-
ing impulses) but also to the case with |1 + dk | > 1 (desyn-
chronizing impulses). Thus, Theorem 1 gives a unified
globally cluster synchronization criterion for the hybrid-
coupled impulsive delayed dynamical network (4), which
is simultaneously applicable for synchronizing impulses
and desynchronizing impulses.

4. Conclusion

This paper deals with the globally cluster synchroniza-
tion of general delayed dynamical networks with hybrid
coupling and impulsive effects. The delayed coupling
term considered includes the transmission delay and self-
feedback delay; more general than most existing results.
By the average impulsive interval approach, a unified glob-
ally cluster synchronization criterion is obtained for the
proposed hybrid-coupled impulsive delayed dynamical net-
works, which is simultaneously effective for synchronizing
and desynchronizing impulses.
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