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Abstract—In the field of technical analysis, some tech-
nical indicators have been proposed to decide investment
decisions and their timings, and are often used together to
improve the decision-making accuracy. However, there is
no specific guideline to select and combine technical indi-
cators, and this selection is one of combinatorial optimiza-
tion problems. Therefore, we applied the Bayesian network
to estimate the causality among technical indicators, and
identified the best combination of them. To confirm the va-
lidity of our proposed method, we performed some invest-
ment simulations based on real stock data, and confirmed
to be able to make investments more efficient and safer, si-
multaneously.

1. Introduction

It is considered that financial markets have three differ-
ent regimes: bullish trend, bearish trend, and range mode.
If a market is in bullish trend, then we buy a long position,
and if a market is in bearish trend, then we sell a short po-
sition. If a market is in range mode, we wait for a new
trend breaking out. However, it is quite difficult to decide
which kind of regime the present market is and how the
regime will change in the near future. For this reason, some
technical analysis indictors have been proposed [1]. These
indictors are classified into trend-following, trend-reversal,
volatility, momentum, and volume indicators, etc. Because
each indictor focuses on different aspects of a market, it is
said that we need to use some indictors simultaneously to
improve the detection accuracy of trading chances. How-
ever, there is no specific guideline to use them together, and
therefore it is often decided by our subjective intuition or
experience.

In this point, behavioral finance points out that human
judgment, emotion, and behavior are biased by uncon-
scious or uncontrollable mental processing. For this rea-
son, we are better to make a trading decision only by the
specific strategy based on objective historical experiences.
One of the possible methods is to calculate the conditional
probability of how the past historical prices changed. As
the conditions to clarify this probability, we can apply tech-
nical indicators in this study. However, it is difficult to use
many indicators because it causes overfitting to the histori-
cal data or makes the conditional probability unstable espe-
cially when the number of historical samples is small. To
avoid these problems, we have to increase the number of
historical samples or have to select only essential indica-
tors. However, the market structure is often changed by ex-
ternal accidents such as the Lehman Brothers bankruptcy
and even politician’s speeches. Therefore, we cannot use

long historical data, and have to identify the essential indi-
cators through the small historical samples. For this reason,
we apply the Bayesian network [2] to solve the above prob-
lems, and improve trading performance by this specific nu-
merical strategy based on objective historical experiences.

2. Technical Indicators

In the present study, we use major 10 technical indica-
tors together as follows: SMA(Simple moving average),
Bollinger bands, RSI(Relative strength index), Difference
from moving average, Psychological line, Volume moving
average, Wako volume ratio, DMI(Directional movement
index), and MFI(Money flow index).

As an example, we show how to use the SMA, which
works as a filter to reduce stochastic noises and to extract
a market trend hidden in noisy price movements. If we
denotes(t) as the stock price at the time oft, this indicator
is defined by

m(t,n) =
1
n

n−1∑
a=0

s(t − a). (1)

Here, if we supposen1 < n2, when the short-term SMA
m(t, n1) becomes over the long-term SMAm(t,n2), it is
called as the Golden cross, which means that the market
changed to an up trend and is considered as a buy sig-
nal. On the other hand, when SMAm(t, n1) becomes under
SMA m(t, n2), it is called as the Dead cross, which means
that the market changed to a down trend and is considered
as a sell signal. Therefore, this SMA works as a trend-
follow indicator, and we setn1 = 5 andn2 = 20 as the
most popular days. The other technical indicators we used
are categorized as trend-reversal (mean reversion) indica-
tor, volatility indicator, momentum indicator, and volume
indicator. Then, we set the most popular parameters for
each indicator.

3. Application of Bayesian Network

The Bayesian Network is the graphical probabilistic
model, which is defined by stochastic variables, conditional
dependences among these variables, and their conditional
probabilities [2]. Stochastic variables are expressed by
nodes, and conditional dependencies between these vari-
ables are expressed by links. Bayesian network is modeled
as a non-cycling directed network, the tip of a node is con-
nected to a child node, and the end of it is connected to
a parent node. Here, the conditional probability means the
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possibility of a child node after getting outputs from its par-
ent nodes.

In the present study, we deal with the alternative ques-
tion: whether tomorrow’s stock price will rise or fall. First,
we convert stock pricess(t) into return ratesr(t) by

r(t) =
s(t) − s(t − 1)

s(t − 1)
, (2)

and express the rise and drop of stock prices by the follow-
ing stochastic variableR:

R(t + 1) =

{
1 if r(t + 1) ≥ 0,
−1 if r(t + 1) < 0.

(3)

On the other hand, technical indicators introduced in Sec.2
are expressed by{X1, . . . ,Xi , . . . ,X10}. These are also con-
sidered as stochastic variables. Here,Xi = 1 means thatith
technical indicator shows a buy signal,Xi = −1 means that
it shows a sell signal, andXi = 0 means that it shows no
signal.

To compose a Bayesian network, we have to optimize its
network topology on the basis of historical learning data.
For this reason, we use the AIC to evaluate the likelihood of
each network topology, and maximize this criterion. How-
ever, it takes a huge calculation time according to the num-
ber of nodes, that is, technical indicators. To solve this
combinational optimization problem, we use the greedy
search algorithm [3] where we find out the most reasonable
parents of each child node by a steepest descent method.

Then, we consider the way of a probabilistic inference
of P(R|X1, . . . ,X10). If we do not apply the Bayesian net-
work, we find out the same situations as{X1(t), . . . ,X10(t)}
from the historical data, and empirically calculate the con-
ditional probability ofR(t + 1) as follows:

P(R(t + 1)|X1(t), . . . ,X10(t))

=
N(R(t + 1),X1(t), . . . ,X10(t))

N(X1(t), . . . ,X10(t))
,

(4)

whereN(·) means the function to count the occurrence of
its inputs. For example, when the 1st technical indicator
shows a buy signal (X1(t) = 1), and the 4th indicator shows
a sell signal (X4(t) = −1), and the others show no signal
(X2(t) = 0, X3(t) = 0, X5(t) = 0, . . . ,X10(t) = 0). In this
case, there are two methods we can consider to calculate
Eq.(4). The first method supposes that all variables{Xi(t)}
are important to infer the target variableR(t + 1), and cal-
culates Eq.(4) byP(R(t + 1)|X1(t) = 1,X4(t) = −1,X2(t) =
0, . . . ,X10(t) = 0), following the historical data. The sec-
ond method supposes that the only variables showing sig-
nals are important, and therefore Eq.(4) can be calculated
by P(R(t + 1)|X1(t) = 1,X4(t) = −1). These methods are
simple and low technique, and so we consider them as pre-
vious methods. Especially, we name the fist method “pre-
vious method 1” and the second method “previous method
2.”

In terms of the amount of information, previous method
1 has the advantage over previous method 2. However, if
this method includes independent variables from the tar-
get variable, their information becomes noise that causes
the overfitting problem and disturbs the accurate estima-
tion of Eq.(4). Moreover, as the number of historical data

(i) Serial path path
(ii) Diverging 

path

 

(iii) Converging

Figure 1: Connection patterns between nodes

Figure 2: Example of an estimated network where solid
arrows mean the dependance on nodeR(t + 1), and dashed
arrows mean the independence from it by the d-separation.

is smaller or the number of technical indicators is larger,
the number of the events that the functionN(·) can count
becomes so smaller. Therefore, the probability of Eq.(4) is
often unstable. On the other hand, previous method 2 can
make it more stable because technical indicators are lim-
ited to ones showing signals. However, the causality with
the target variable is not considered, and therefore there is
a danger that we ignore the essential variables for the prob-
abilistic inference of Eq.(4). Besides, this method might
include independent variables from the target variable as
well as previous method 1.

Next, as the third method to evaluate Eq.(4), we apply
the Bayesian network. At the beginning, we consider the d-
separation, which is an important property of the Bayesian
network for probabilistic inference. IfX1(t) andR(t + 1)
are d-separated byX2(t) on a Bayesian network composed
of three nodes, it can be written by(X1(t)⊥⊥R(t + 1)|X2(t)),
which means that nodeX1(t) and nodeR(t + 1) are condi-
tionally independent variables. As shown in Fig.1, there are
three kinds of condition patterns. Here,X1(t) andR(t + 1)
are d-separated by the following conditions:
· X2(t) on a serial path shows a signal,
· X2(t) on a diverging path shows a signal,
· X2(t) on a converging path shows no signal.

As an example, if we obtain a Bayesian network shown
in Fig.2, the nodes affecting the target nodeR(t+1) are only
X2(t), X7(t), X4(t), andX5(t). It is because
· X2(t) is the parent node ofR(t + 1),
· X7(t) andX4(t) are the children nodes ofR(t + 1),
· X5(t) is the parent node ofX4(t).

Therefore, we do not need to use the other variables inde-
pendent fromR(t + 1), and can consider Eq.(4) asP(R(t +

- 334 -



Table 1: Names of each method

Timing of checking
R(t + 1)’s probability

Everyday Any indicators
show signals

Any indicators
affecting
R(t + 1)

show signals

Previous method 1 1-A 1-B N/A
Previous method 2 2-A 2-B N/A
Proposed method 3-A 3-B 3-C

1)|X2(t) = 0,X7(t) = 0,X4(t) = −1,X5(t) = 0). We name
this method “proposed method” in this study. Because our
proposed method estimates the causality of the target vari-
ableR(t+1), it can solve the overfitting problem that previ-
ous method 1 has, and does not ignore the essential nodes
differently from previous method 2.

4. Investment Simulation

4.1. Outline

To confirm the validity of our proposed method, we
perform some invest simulations with daily data (closing
price) of 200 stocks listed in the first section of Tokyo Stock
Exchange. Then, the learning data was set about four years
from 1995 to 1999, and the test data for investment simu-
lation was set about 4 years just after the learning data.

In the case of estimating a Bayesian network for our pro-
posed method, 23 out of 200 stocks showed that the tar-
get nodeR(t + 1) is completely independent of the other
nodes {Xi(t)}. In this case, we can consider that any
technical indicators are meaningless, and namelyP(R(t +
1)|X1(t), . . . ,X10(t)) = P(R(t+1)). For this reason, we omit-
ted these stocks when we applied the proposed method. On
the other hand, because previous methods 1 and 2 do not
estimate the causality ofR(t + 1) at all, we applied all 200
stocks to these previous methods.

Next, we make an investment decision as follows: we
take a long position if the probability ofR(t+1) = 1 is more
thanθ[%], or we take a short position if the probability of
R(t + 1) = −1 is more thanθ[%]. Here,θ[%] is a threshold
to be set freely. On the next day, we close the position by
the opposite trade.

Here, there are three different ideas about the timing of
checkingR(t + 1)’s probability as shown in Table 1. The
first idea is that we have to check it everyday because the
entry condition mentioned above might be satisfied even
when any technical indicators show no signals. These cases
are also considered as good chances based on the historical
data. On the other hand, it might be able to considered
that these cases are not good chances because any technical
indicators show no signals, and this means that the present
market is quite stable, not bullish or bearish. Therefore, the
second idea is that we check theR(t + 1)’s probability only
when any indicators show signals. Finally, if we can learn
the causality properly by the Bayesian network, it might
be the best to check it only when any indicators affecting
R(t + 1) show signals because it is meaningless to focus on
the nodes d-separated withR(t + 1). This is the third idea.
The seven methods in total are named as shown in Table 1.

4.2. Measures to evaluate trading performance

We evaluate the investment performance by following
measures: the number of executed tradesT, the asset
growth rateM, the maximum draw down rateRd, the profit
factorPf , and the winning rateRω.

First,T(t) means the total number of executed trades un-
til the present timet. If each method can detect good trad-
ing chances, largerT(t) is better. Otherwise, largerT(t) is
worse because it is risky. Then, the asset growth rate is
calculated by

M(t) =
A(t)
A(1)
, (5)

whereA(t) means the present total asset, andA(1) means
the initial asset. Of course, largeM(t) is better, and we can
get profits ifM(t) > 1. Next, a draw down rate[%] means

rd(t) =

[
1− A(t)

max
1≤t′≤t
{A(t′)}

]
× 100, (6)

and the maximum draw down rate[%] is calculated by

Rd(t) = max
1≤t′≤t
{rd(t′)}. (7)

This shows how much we lost our asset so far, that is,
the degree of possible danger of an investment strategy.
Namely, smallerRd(t) is better and safer. Then, the profit
factor is calculated by

P(t) =

t∑
t′=1

{∆A(t′)|∆A(t′) ≥ 0}

t∑
t′=1

{∆A(t′)|∆A(t′) < 0}
, (8)

where∆A(t) = A(t) − A(t − 1) = r(t)M(t − 1). If Pf (t) > 1,
the total profit is larger than the total loss, which means that
this investment strategy works well. Finally, the winning
rate[%] is calculated by

Rw(t) =

t∑
t′=1

W(t′)

T(t)
× 100, (9)

whereW(t) is the function to distinguish whether the infer-
ence method of Eq.(4) can get the correct answer or not.

W(t) =


1 if taking a buy position andr(t + 1) ≥ 0,
1 if taking a sell position andr(t + 1) < 0,
0 otherwise.

BecauseRw corresponds to the inference accuracy,Rw >
50[%] means that this inference works well.

4.3. Results

The results of investment simulations are shown in
Figs.3 and 4. According to Fig.3, the number of executed
tradesT of the proposed method is smaller than that of the
previous methods 1 and 2, which means that the proposed
method takes positions more carefully. Then, it is natural
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that the number of invested stocks becomes smaller asθ
is larger. However, previous methods 1 and 2 are not the
case, which means that Eq.(4) was sometimes unstable in
the counting process ofN(·) and these outliers created in
Eq.(4) were over even strict thresholdθ. That is why most
stocks are traded by previous methods 1 and 2. On the
other hand, we can say that our proposed method can es-
timate Eq.(4) stably. That is why the number of invested
stocks becomes smaller asθ is larger.

Next, as shown in Fig.3, in terms of the timing of check-
ing R(t+1)’s probability, there is no difference between the
first idea A (Everyday) and the second idea B (Any indica-
tors show signals). However, only proposed method could
improve trading performance by using the third idea C in
50[%] ≤ θ ≤ 60[%]. It might be because we focused on
the indicators affectingR(t + 1) to omit noisy information
of the other indicators.

Finally, as shown in Fig.4, the asset growth rateM of our
proposed method was smaller than that of previous meth-
ods 1 and 2 becauseT of our proposed method is smaller
compared with the previous methods. However, if we se-
lect a suitableθ, M can be larger than 1 by any methods.
Then, in terms of the winning rateRw, the profit factorPf ,
and the draw down rateRd, the propose method shows the
best performance. Namely, we can say that our propose
method can predictR(t + 1) more accurately, can improve
the efficiency of investment, and can reduce the risk of in-
vestment.

5. Conclusion

We applied the Bayesian network to estimate the causal-
ity among a future return and technical indicators. This
estimation is one of combinatorial optimization problems.
Then, we inferred the probability of future returns with the
estimated Bayesian network. Moreover, we discussed the
suitable timing of this probabilistic inference. As a result,
we could improve the trading performance by focussing on
the technical indicators affecting the future return. More-
over, our propose method could enlarge the wining rate
and the profit factor, and could reduce the draw down rate.
Therefore, our propose method can not only improve the
efficiency of investment but also reduce the risk of it. As a
future work, we need to experiment with defferent markets
and periods.
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Figure 3: The number of executed tradesT is shown as the
average value of all stocks. Then, the number of the stocks
traded more than once (i.e.T > 0) is shown in the bottom
figure. Each legend is the same as Table 1.
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Figure 4: Each trading performance is shown as the average
value of all stocks, but the stocks that had never been traded
(i.e.T=0) were omitted. Each legend is the same as Table 1.
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