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Abstract—Among several timing synchronization pro-
tocols proposed so far, flooding time synchronization pro-
tocol (FTSP) is now accepted as one of the most energy-
efficient and the highest-precision synchronization proto-
cols for wireless sensor networks. FTSP is based on a pe-
riodic flooding of time synchronization messages in a tree-
like network of sensor nodes. Therefore, when the root
node is lost and reelected, a certain amount of degradation
in synchronization precision is temporally observed. Also,
in our experiments with Mica2Dot platform we found that
the synchronization precision can still be improved by us-
ing less synchronization points than in the original FTSP.
In this study, we analyze the underlying mechanism of the
above observations, and as a result, the following two com-
ponents are turned out to be problematic; (a) a long term
frequency modulation of crystal oscillators in each sensor
node, and (b) the resulting error in the estimation of the
clock drift (i.e. skew) in FTSP. Based on this analysis,
we propose an effective improvement of FTSP with two
sets of independent estimations for synchronization offsets
between sender and receiver nodes, for robust and better
synchronization. Systematic experiments with Mica2Dot
platform are carried out, where higher synchronization pre-
cision is constantly obtained and dynamical robustness in
root reelection process is also enhanced by this improve-
ment.

1. Introduction and motivation of this study

Wireless sensor networks (WSN) are generally consisted
of small, cheap, and resource limited devices which com-
municate each other and sense the environment. They are
now utilized for distributed sensing purpose; indoor, out-
door, and even in-body monitoring applications, mobile
commerce, and so on. Researches are ongoing to realize
thousands or even millions of sensor nodes communicat-
ing each other to accomplish certain sensing tasks in non
ideal, harsh environments. In such WSN, robust and pre-
cise time synchronization often becomes essential because
time synchronization is a basis for consistent distributed
sensing and control.

Among several timing synchronization protocols pro-
posed so far [1, 2], flooding time synchronization protocol
(FTSP) [3] is now accepted as one of the highest-precision
synchronization protocols for WSN. FTSP is, by its defini-

tion, based on the periodic flooding of time synchronization
messages from the root node (i.e. the top of the tree-like
network of sensor nodes) as shown in Fig. 1, where time
synchronization messages are carried unidirectionally from
a sender node to (possibly multiple) receiver nodes.

Although this tree-like network can be implicitly up-
dated, temporal degradation of synchronization precision is
inevitable in dynamic environments due to link or node fail-
ure. In particular, when the root node is lost and reelected,
we observe synchronization precision temporary degrades
considerably (in Sec 3.2). On the other hand, when the
network is static and stable, we discover that the synchro-
nization precision can still be improved by using less syn-
chronization points, as opposed to the original FTSP (in
Sec 4.1). To obtain higher synchronization precision even
in harsh environments including root reelection, we then
analyze the underlying mechanism of the above observa-
tions. As a result, the following two components in WSN
are turned out to be problematic; (a) long term frequency
modulation of crystal oscillators in each sensor node, and
(b) the resulting error in the estimation of the clock drift
(i.e. skew) estimation in FTSP. Based on this analysis, we
propose an effective improvement of FTSP with two sets
of independent estimations for synchronization offsets be-
tween sender and receiver nodes, for robust and better syn-
chronization. Systematic experiments with Mica2Dot[4]
platform are carried out, where higher synchronization pre-
cision is constantly obtained and dynamical robustness in
root reelection process is also enhanced by this improve-
ment.
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Figure 1: Network configuration in FTSP

2. Synchronization mechanism of FTSP
In FTSP, the root node has the global time which serves

as a standard time in the network. This global time can be
obtained from GPS or other reliable sources. On the other
hand, all other nodes maintain the following two time infor-
mations; (a) their own local time, and (b) their global time,
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respectively. The local time is constantly clocked by the
crystal oscillators in each node. While, the global time for
each node (except for the root node) is an‘virtual’estimated
global time from its local time. Therefore, a small error re-
mains between this virtual global time in each node and the
real global time in the root node, although experimental re-
sults in [3] show that this error can be as small as in a micro
second order. In FTSP, estimation of the global time from
the local time is based on a set of past time messages from
a sender node. This estimation handles the following two
components together; (a) compensation of static delays in
message transmissions, and (b) compensation of dynamic
clock drifts between sender and receiver nodes.

The compensation of delays is successfully handled
thanks to a detailed analysis of message transmissions in
[3]. On the contrary, the clock drift is due to the intrinsic
frequency mismatch of clocks between sender and receiver
nodes, and also due to the temporal instability of clocks.
Therefore, compensation for the clock drift requires a bit
harder dynamical estimation of the clock frequency. For
this purpose, FTSP cautiously employs the linear regres-
sion with a set of previous eight synchronization points as
shown in Fig. 2. At each synchronization point in Fig.
2, the receiver node gets a combination of the sender time
stamp and the corresponding local time of the receiver node
at message reception. The sender time stamp is the virtual
global time estimated by the sender node at message trans-
mission. If the time offset between the sender global time
and the receiver local time is correctly estimated, receiver
nodes can predict the sender’s global time from their lo-
cal times and synchronize to its global time. Therefore,
estimation of this offset becomes a key to achieve a high-
precision synchronization. In FTSP [3], this estimation is
realized as follows. First, skew is assumed to be a constant
in a short time span, and it is obtained by the increasing
(or decreasing) rate of the linear regression line L best ap-
proximating a set of past time offsets in Fig.2. Also, by the
average of these past offsets, delays in message transmis-
sions can be implicitly compensated [3] and the receiver’s
global time is obtained as
receiver global time= receiver local time + offset average +
skew × (receiver local time - local time average ) as shown
in Fig.2.
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time offet = sender global time - receiver local time
RGT : receiver global time, PLT : present local time

LTA : local time average, OA : offset average
SGT : sender global time, SE : synchronization error

SP

L

SP : synchronization point, L : linear regression line

Figure 2: Estimation of receiver global time from past time
offsets

3. Analysis of synchronization precision
We analyze here the synchronization precision obtained

by FTSP both for (i) static network environments and
in (ii) transient, dynamic network environments due to
root lost and root reelection. Systematic experiments with
Mica2Dot platform are carried out both for the cases.

3.1. Static network environments

As explained in Section 2, skew estimation plays a cen-
tral role in FTSP. Then, we investigated the actual variation
of skew by the following experiments.

[Experiment 1] Eight Mica2Dot motes operate in a
single-hop network, until the battery becomes empty at
some node. Until then, the estimated skew variation at one
of the node is recorded as in Fig. 3. Temperature and hu-
midity is maintained to be constant throughout the experi-
ment.

Then, we observe the skew continues to increase (or de-
crease) in a certain range of time. At first, we suspected
that this observation is due to a possible failure of this par-
ticular node. However, it turned out not to be the case,
because the same experiment using any other Mica2Dot
motes leads to the same observation.

Besides this observations, the following experiment pro-
vides some information on the amount of skew variation
between time synchronization points.

[Experiment 2] Eight Mica2Dot motes operate in a
single-hop network for about two hours. The initial root
node is removed from the network, 2451 seconds later from
the beginning of this experiment. And, again, the sec-
ondary elected root is removed, 4830 seconds later from
the beginning. Temperature and humidity is maintained to
be constant throughout the experiment.

Figure 4 (a), (b), and (c) show temporal variation of the
skew estimation in three receiver nodes (; node a, node b,
node c), respectively. It is noted that other four receiver
nodes show a similar temporal variation of the skew. From
Fig. 4, we observe the skew keeps increasing (or decreas-
ing) in any node for about 2,500 seconds until the root node
is removed. From this observation and the observation in
the above experiment 1, it is reasonable to assume the long
term skew increase (or decrease) is inevitable, as far as
Mica2Dot motes are employed in FTSP, possibly due to
the characteristics of its clock.

From such long term skew increase (or decrease), one
can infer the temporal variation of time offsets as shown
in Fig. 5. By the definition of skew in FTSP, data set
of time offsets should exhibit a convex curve (or concave
curve) if the skew continues to decrease (or increase). For
instance, in Fig. 4 (a), (b), and (c), node a, node b, and
node c respectively around 0.02 × 10−4, 0.02 × 10−4, and
0.05 × 10−5 decrease in skew for 210 seconds. From this
fact, we can roughly estimate the resulting synchroniza-
tion error in node a (node b) and node c respectively by
(0.02×10−4×210−1)[s−1]× (105+30)[s]×30[s] ∼ 39[µs],
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and (0.05 × 10−5 × 210−1)[s−1] × (105 + 30)[s] × 30[s] ∼
9.6[µs].

It is noted that this estimation is a direct consequence
from the linear regression line of past eight offsets (for
210[s]) on a convex time offset curve at every 30 seconds
synchronization point, as shown in Fig. 5. Then around
30 micro seconds maximum synchronization error should
emerge during this experiment.

Besides this prediction, as Fig. 5 schematically shows,
we expect that smaller synchronization error is obtained
with less time offsets in linear regression.
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Figure 3: Long term skew variation (experiment 1)
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ation

3.2. Case of transient, dynamic network environments

In harsh, dynamical network environment, node or link
failure is not inevitable. In FTSP, the most serious, such
failure is lost of the root node and resulting root node re-
election. Concerning this problem, FTSP already gives
various scheme[3]. We approach this serious problem in
terms of skew variation. In the previous subsection, we
considered the case of stable environments. However, in
the same experiment 2, a large amount of skew variation
due to root node reelection is observed in a relatively short
time span. Figure 6 shows a typical example of such large
skew variation. Two data sets are plotted respectively for
the case of linear regression with 8 time offsets, and the
case of that with 2 time offsets. In both of them, after the
root is removed, the skew remains constant until the next
root is newly reelected. This is because in FTSP skew es-
timation stops and holds the previous value until the new
root appears. Then, after this, skew estimation starts again
using previous offsets and the current offsets together. Nat-
urally, this mixed state lasts until the old offsets are lost
one by one. Then, during these transients certain amount
of skew variations emerge. As opposed to the case shown
in Fig. 5, linear regression with 2 offsets leads to a much
worse skew estimation, compared with the 8 offsets linear
regression.

3.55e-04

3.6e-04

0 200 400 600 800
-1.345e-03

-1.34e-03

-1.335e-03

-1.33e-03

-1.325e-03

sk
ew

 fr
om

 8
 o

ffs
et

s skew
 from

 2 offsets

local time [s]

root removed

root reelected

LR with 8 offsets

LR with 2 offsets

transient

transient

Figure 6: Temporal skew variation due to root reelection

4. Design of improved FTSP and its performance veri-
fication

A natural improvement of FTSP with Mica2Dot plat-
form is proposed as follows, and its effectiveness is ver-
ified through systematic experiments both for stable net-
work and for unstable network environments due to root
reelection.

4.1. Basic design of improved FTSP

In section III, we analyzed how a certain amount of syn-
chronization error emerges due to long term modulations
the following of the Mica2Dot clock. Based on this in-
sight, systematic experiments are carried out to measure
the synchronization error obtained from different numbers
of consecutive time offsets used for linear regression.

[Experiment 3] Twenty Mica2Dot motes operate in a
single-hop network for 30 minutes. In each experiment, the
number of time offsets in all nodes is set to 2, 4, 6, 8 and 10,
respectively. The batteries are newly replaced and the same
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motes are used for every measurement to keep conditions
the same. Temperature and humidity is maintained to be
constant throughout the experiment.

In this experiment setup, we also measured the temporal
synchronization error due to root node reelection, for 2, 8,
and 10 time offsets cases, respectively, and we measured
the synchronization error from the proposed improvement
of FTSP, which is explained below in detail.

Figure 7 and 8 show the synchronization error obtained
in this experiment, respectively for stable networks and for
unstable networks due to root reelection. Each data point
(×) comes from independent trials, and for each trial, av-
erage of synchronization errors from all pairs of nodes and
the maximum of them are plotted in Fig. 7 and 8, respec-
tively.

From these results, it is clearly observed that (i) For sta-
ble networks, smaller (average) synchronization error is re-
alized for less number of time offsets in skew estimation.
(ii) In contrast, smaller (maximum) synchronization error
is realized for more time offsets for unstable networks due
to root reelection.

Then, why not using these two skew estimations in com-
bination? Naturally, we expect that FTSP (with Mica2Dot)
can be improved by the two independent skew estimations
respectively using past two time offsets when the network
is stable, and ten offsets only when the network is unsta-
ble. In other words, this improvement uses different these
skew estimations according to network conditions, and al-
ways realizes better than the original FTSP. The algorithm
of this mechanism (for receiver nodes) is shown in Fig. 9.

rootID contains the ID of the root known by the sender
message, and myRootID contains the ID of the root known
by the node. ‘myRootID == rootID’ implies the sender
node to this particular receiver node is the same as be-
fore, and ‘myRootID > rootID’ implies there is some other
sender node to this receiver node, in Fig. 9.
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Figure 9: Proposed algorithm for skew estimation

4.2. Performance verification of the proposed method

To verify the performance of this improved FTSP, sys-
tematic experiments are carried out as described in the ex-
periment 3. Figures 7 and 8 show the average synchro-
nization error for the stable network case, and the maxi-
mum synchronization error for the unstable network case,
respectively. Both results show that the improved FTSP
out performs the original FTSP in its synchronization pre-
cision, which verifies the effectiveness of this improvement
even in the unstable network.

5. Conclusion
Through systematic experiments, we measured and ana-

lyzed how synchronization error is controlled by tuning the
skew estimation scheme in FTSP. The proposed improve-
ment is simple and straightforward, and its effectiveness
is explained and verified with consistent experimental re-
sults.

Although our improvement is motivated by particular
FTSP environments of this study, the essential point of this
improvement can be applied to other skew estimation pur-
poses in distributed, harsh, dynamic environments.

More experiments including multi-hop networks and/or
using other clock oscillators are required to explore further
improvement and more applications.
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