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Abstract—Because of the growth of the Internet usersis small. However, if the number of packets flowing the
data packets flowing in the computer networks becomsomputer networks increases, the performance of these
huge number, and the data packets are congested in tieaiting methods becomes poor because these methods
computer networks. If the packet congestion occurs in thenly consider the shortest path information for routing
computer networks, some packets are trapped into the cqrackets. Then, the packet congestion easily occurs on the
gested nodes, then, these packets are delayed to be trarsde which has many shortest paths.
mitted to the destinations. Further, the packets might be In general, there are two control methods for the packet
removed from the computer networks in the worst caseouting strategy, the decentralized control and the centra
To overcome these undesirable problems,fénient rout- ized control. If the size of the networks becomes large, the
ing method which uses the mutually connected neural natentralized control is not good strategy for routing pasket
works has been proposed by Horiguchi and Ishioka. Thisecause the calculation cost becomes large. Then, the de-
routing method shows good performance for the regulaentralized control is suitable for large size computer net
topology of the computer networks. However, the perforworks because the one decides the optimal routes for the
mance is degraded for the irregular topology of the nepackets autonomously. As one of th&aent decentral-
works. To improve the performance for the irregular netized control routing methods, the routing method using mu-
works, we propose a new routing method using mutuually connected neural network is proposed by Horiguchi
ally connected neural networks which considers the waignd Ishioka[5]. This method searches the optimum path of
ing transmitted information on the paths of the transmittedach packet by using the energy minimization principle of
packets in this paper. From the results of the numerical erautually connected neural network. Further, the routing
periments, the proposed method shows better performanoethod using mutually connected neural networks shows
than the conventional routing methods if the number of exgood performance if the method is applied to the regular
isting packets is small. topological computer networks. However, this method is
degraded in case of the irregular topological computer net-
works. Then, in this paper, to improve the performance
for the irregular networks, we propose a routing method

with mutually connected neural networks which consider

In recent years, the number of users of the packet “OMPe waiting transmitted information to the destinationtaf t

munication network such as the Internet increases by the . : .
. . . acket. We evaluate this routing method by the irregular

spread of mobile devices. The data flowing on the Interngt .
o . . : opological computer networks[6]. From the results of nu-
is divided by some pieces of information called the packets, " . .
o . S merical experiments, the proposed method shows good per-

Then, the communication of the information in the commu:;

L X : {ormance for the irregular network if the number of packets
nication networks is performed by exchanging these data ;
In the network is small.

packets. If the number of flowing packets increases, the
packet congestion occurs in the network. Then, if the pack-
ets are trapped into the congested node, these packets aréRouting method using mutually connected neural
delayed to be transmitted to the destinations. Further, the network

packets might be removed from the computer networks in

the worst case, : . links. Then, each packet is transmitted between the nodes
There are several methods for th_e routing pa_cket n thfsing FIFO (First-In First-Out) principle. Each node re-

real-world, for example, the Dikstra algorithms[l], cgjes multiple packets simultaneously. Each node has a

Bellman-Ford  algorithms[2], ~ Extending  Dijkstra pfer to store the packet. The packets are removed from

algorithm[3] and Warshall-Floyd algorithms[4] andthe computer networks if the packets are transmitted to the

so on. These routing methods show good performanceribdes which have full of the fier size. In addition, the

the number of packets flowing in the computer networkpackets are also removed when the packets exceed the con-

1. Introduction

A model of the computer network consists of hodes and
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straint for the packet movement. The network model has
N nodes, and the nodehasN; adjacent nodes. Then, the

mutually connected neural network which Hdsneurons 1 (if the nodei is

is assigned to each node. Figure 1 shows an example of the 1+ exp(-phi) _

network model. In the mutually connected neural networkYi = adjacentto the nodg,  (2)
the neuronil corresponds to the connection between the

nodei and the nodé. The routing method using the mu- 0 (otherwise)

tually connected neural network decides transmission node

by minimizing energy function defined as follows: In Eq. (2), if the neuroril fires, the outpuy of the

neuronil takes 1 and the nodetransmits a packet to the
adjacent nodé. Then, the internal state of the neuribn
hii, is described as follows:

N
%hn(t) = 77{1— bll(q' + Zv”(t))}

j#i

wa-nft-g)- 25(2 w®-1) @

The Equation. (3) is obtained byftirentiating Eq. (1)
with respect td.

3. The routing method with mutually connected neu-
ral networksconsidering thewaiting infor mation for

transmission
NN 1 1N The waiting information for transmission is the accumu-
E= _"Z} £ 1 a(q' *t3 _ZVJ') Vil lated number of waiting packets in thefter of the pack-
1= = J#

ets in each node on the path to the destination in this pa-
per. Then, we realized threefidirent type waiting infor-
mation, the moving average type waiting information, the
AL d N 2 weighted average type waiting information and the expo-
(-, Z(l - d_l)v” +§Z(Z Vit = 1) : nengt]ial averagegtyp)épwaiting i?\formation. Then, we evF;I-
) uate these three filerent routing methods and originally
proposed routing method using mutually connected routing

method for the irregular topological computer networks.
where b is the bufer size of the adjacent nodkg is the g polog P

number of stored packet in the fiier of the adjacent nodes ) ) ) )

|, d is the shortest distance from the adjacent noethe  3-1. The routing method with NN using moving aver-
destination node of the packet at the nadk is the longest age type waiting infor mation

path length in the networlg is the control parameter that  This method decides the transmission node of the packet
Qeudes the priorities of the first and second terms,@ndby minimizing by following energy function.

is the control parameter that guarantees the uniqueness of
firing neurons.

In Eq. (1), the first term expresses the load distribution_ N, & 1 (2 [ Qd
of the adjacent nodes, and the second term the distance of "/ . Z o Z by
the packet from the nodeo the destination. The third term N
guarantees that only one neuron fires in the neural network. NN d NN 2

& (1 - d_c)Vll + fZ(Z Vil — 1) (4)

i 1=1

Namely, the adjacent nodds easy to be selected as the ~(1-n)

i =1

transmitting node when the distance to the destination of
the packet is short from the adjacent néded the number

of packets in the Hiier of the adjacent nodéss small. An In Eq. (4),bq is the bufer size of the nodé, qq is the
internal state of the neural network is updated in the sammumber of packets in the fer of the noded, R is set of
way as proposed by Hopfield and Tank[7]. Then, the outputodes on the shortest path from the nottethe destination
of the neuronl, v;, is described as follows: of the packet, and is the control parameter that decides
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the acquisition range of the waiting information for trans-3.3. Routing method with NN using exponential aver-
mission. Further, the internal state of the neuilot;, is agetype waiting information

defined as follows: ) ) )
This method evaluates the optimal adjacent node for

routing packets by the exponential average type waiting in-

d ® (1) Z”:(qd) formation. Then, the energy function defined as follow:
II ) @ deR bd
n b S (KE)
E=- 1= i
w-nft-g)- (Z w-1)  ©) 2o e
N N
The Equation. (5) is obtained byftirentiating Eq. (4) -(1- U)Z Z( )V.| +§Z(Z Vil — ) , (8)
with respect td. i1 121

3.2. Therouting method with NN using weighted aver-  \yherek (0 < k. < 1) is a decay parameter of the waiting
agetypewaiting information information. In addition, the internal state of the neuiion

This method evaluates the optimal adjacent node fdli: iS defined as follows:
routing the packets by the weighted average type waiting
information. The weighted average type waiting informa- N 1
tion on the path to the destination is linearly decreased. d h (@) = ( _ 2g-1 (kfj E))

Then, the energy function is defined as follow: o KT
(Ewa) d i
NN Yaer (W +(1- )(1 - —) — 2§( vik(t) — 1 (9)
E=- 1- 711) i n ik .
"2 Z( T a)” A&

-(1- 77) ( )Vn +$Z(Z Vil = ) . (6) The Equation (9) is obtained byftérentiating Eq. (8)
i=1 =1 with respect ta. The parameters in Egs. (8) and (9) are
the same ones in the proposed method described in Section

In addition, the weighting parametey is defined by the 31

following equation.
4. Numerical experiment
Wa = o —(d-1) We performed numerical experiments using the irregular
network as shown in Fig. 2. Then, we evaluate the conven-
tional method and the proposed method by this irregular
network. The numerical experiments are conducted as fol-
low. First, we randomly generate the packets at all nodes
in the network, and randomly assign the destination of the
deR(Q_de)) packets. Each node simultaneously selects the link to route

Further, the internal state of the neuiibrh;, is defined
as follows:

the packet and the packet transmission to the adjacent node
is performed. We set the Her size of every node to 100,
and limitation of the packet movement to 20. The packet
is removed when the one violates these limits. In addition,
+(1- 77)(1— —) - (Z Vik(t) - 1) (7) " if the packet arrived to the destination or the packet is re-
moved, the same number of the packets that randomly de-
cide source and destination is added in to the network. We
. : : L set3=3.0,7=05,£=0.3,0 =20, 30, and 40, andk, =
The Equation (7) is obtained byflirentiating Eq. (6) 0. 9l?n Egs. 721)~ (9)§We repeat the packet transmission for

with respect td. The parameters in Egs. (6) and (7) ar% 000 times and average the results. The paraneteas

;hi same ones in the proposed method described in Sectg)(ﬂ to 20. The results of numerical experiments of irregular

network are shown in the Figs. 3 and 4.

) = n(l -

deR Wq
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Figure 2: Irregular network
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In Fig. 3, the horizontal axis is an average number of
packets at each node, and the vartical axis is an average
number of arriving packets. From Fig. 3, the weighted
method and the exponential method show better arrival
rate than the conventional method if the average number
of packets at each node is small. In Fig. 4, the horizontal
axis is the average number of packets at each node, and the
vartical axis is an average number of lost packets. From
Fig. 4, the weighted method and the exponential method
show lower lost packet rate than the conventional method
if the average number of packets at each node is small.

5. Conclusion

In this paper, we propose the routing method with the
mutually connected neural network which considers the
waiting transmitted information to the destination of the
packet. Then, we evaluated the routing method by numeri-
cal experiments. We confirmed that the performance of the
proposed routing method showed better performance than
the originally proposed routing method if the average num-
ber of packets at each node is small. On the other hand, the
performance of the proposed routing method is degraded if
the average number of packets at each node increases. In
future works, we propose the routing method that the per-
formance is improved based on the knowledge of complex
network theory.
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