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Abstract—In this paper, we propose age estimation us-
ing kernel regression analysis. Age estimation is one of
most difficult problem of facial recognition research areas.
However, if age can be estimated by computer, it is possible
to apply it to various fields, for example, marketing, com-
munication person and machine, and so on. Then, there are
many researches, but practical use research is few. Further-
more, a necessary technology changes greatly also under
the environment respectively, for example, use ID photo,
use images of takes before laptop PC, use images that takes
surveillance camera. We focus on images from surveillance
camera, and we aim to propose generalized age estimation
method.

Therefore, we propose age estimation method using
wrinkle and pigmented spot information that can be ex-
tract age feature invariably even if appearance changes. To
extract pigmented spot and wrinkle information, we use
ε-filter. Moreover, the kernel regression analysis is used
for age estimation method. To evaluate effectiveness of
the proposed, we simulate age estimation by using actual
face image. As a result, age estimation error value is about
6.65 years old. This result is high accuracy as a generalized
method.

1. INTRODUCTION

In our life, we estimate the person’s age roughly by using
our experience. Furthermore, we meet the person a lot in
daily life and we can take a smooth and flexible response
routinely by estimating age. For example, if we saw the
elder person, we behave politely. Therefore, it is consid-
ered that age is one of the most important characteristics
of a person. However, it is easy for us to estimate our age
roughly, but it’s difficult for the computer to do it. There-
fore, age estimation methods based on images of face have
been widely studied [1]-[10].

In a study on the change in the physical shape of the

face with age, Toddet al. [1, 2] indicate that the contour
of the skull can be approximated by a cardioid transform.
Yamaguchiet al. [3] confirm that the differences between
the features of an adult’s face and a child’s face include
the length of the face and the ratio of each part. Age es-
timation by computer has also been performed. Kannoet
al. [4] show that a male can be identified by neural net-
works representing four ages (12 years, 15 years, 18 years,
and 22 years). Kwon and Lobo [5] reported that the pro-
posed method has been implemented to classify input im-
ages into one of three age-groups: babies, young adults,
and senior adults by using the placement information and
texture information. However, almost of all their studies
were based on cranio-facial development method and skin
wrinkle analysis. Burt and Perrett [6] studied age percep-
tion using averaged faces of people from 25 to 60 years
old used a method of focusing on face texture and shape.
Ueki et al. [7] reported a method of age-group classifica-
tion by linear discriminant analysis (LDA). Takimotoet al.
[8] proposed a gender and age estimation technique that
is not influenced by posture changes by estimating a NN
from several features including the face texture and fea-
tures. We proposed novel age estimation system [9]. In
this method, we reported that the proposed method can es-
timate the apparent-age and gender by frequency feature of
a face. Recently, practicable method is proposed. Iharaet
al. [10] report age estimation using convariate shift adapta-
tion. It’s robust for illumination variation. However, there
are no method that is robust for face rotation and position.

Therefore, we propose an age estimation system that
aims for practical use. To extract age feature, we use theε-
filter. Moreover, the age is estimated continuously by ker-
nel regression analysis. For the purpose of showing the ef-
fectiveness of the proposed method, computer simulations
are performed using the actual data.
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Figure 1: Example of nonlinear function

2. PROPOSED METHOD

In this section, we describe the procedure of the pro-
posed method. The proposed method is constructed by 3
processings. The 1st processing is normalization of the fa-
cial image. The 2nd processing is age feature extraction.
The 3rd processing is age estimation. We explain these 3
processings, respectively.

2.1. Normalization

It is necessary to normalize the face images for age es-
timation because the face area is different in facial image.
Therefore, we detect facial area and skin area, and to nor-
malize facial images.

2.2. Age Feature Extraction

It is known that the facial features are changed by ag-
ing. Especially, pigmented spot and skin wrinkle are well
known.

2.2.1. Texture Feature

Pigmented spot and wrinkle on skin area are considered
as minute change noise. Then, we use theε-filter for extract
this feature [11]. Theε-filter is defined as follows:

y(n) = x(n) +
N∑

k=−N

akF(x(n− k) − x(n)) (1)

|F(x)| ≤ ε : −∞ ≤ × ≤ ∞. (2)

There is a difference of the I/O signal belowε when it is
a nonlinear function thatF(x) shows in Fig.1. Example
result of theε-filter is shown in Fig.2. We subtract the result
image of theε-filter from original image and we make the
histogram. Then, we normalize histogram by skin area. We
adopt these histograms as texture features.

2.3. Age Estimation

We estimate age using kernel regression analysis. In
this study, we estimate age using texture feature. Then,

Figure 2: Result ofε-filter

age(AGE) are estimated by following equation.

AGE(x,w) =
N∑

n=1

wϕ(xn) (3)

where ϕ(xn) = (ϕ(xi), . . . , ϕ(xD))T , and ϕ (xn) are basis
functions. Moreover, parameters w are determined by min-
imizing a regularized sum-of-squares error function given
by

J(w) =
1
2

N−1∑
n=0

{wTϕ(xn) − tn}2 +
λ

2
wTw (4)

λ means regularized parameter, andλ ≥ 0. tn is age values
of training data sets. If we set the gradient ofJ(w) equal to
zero, w is

w = −1
λ

N∑
n=1

{wTϕ(xn) − tn}ϕ(xn) =
N∑

n=1

anϕ(xn) = ΦTa (5)

If we substitute w= ΦTa intoJ(w), we obtain

J(a)=
1
2

aTΦΦTΦΦTa− aTΦΦT t
1
2

tT t +
λ

2
aTΦΦTa (6)

where t= (t1, . . . , tN)T . If we define the Gram matrixK =
ΦΦT , and kn(x) = ϕ(xT

n x), J(w) is

J(a)=
1
2

aT KKa− aT Kt
1
2

tT t +
λ

2
aT Ka. (7)

Then, we obtain

a= (K + λIN)−1 t. (8)

Finally, we obtain the following prediction for a new input
x

AGE(x) = wϕ(x) = aTΦϕ(x) = k(x)T (K + λIN)−1 t. (9)

Furthermore, we use liner kernel, Gaussian kernel and
polynomial kernel.

3. COMPUTER SIMULATIONS

3.1. Face Image Database

The face database was provided from the Human
and Object Interaction Processing (HOIP) organization in
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Table 1: Detail of the face image database
Size 640×480[pix.]

24 bit color
Gender 150 images for each

Age 30 images per 5 years
Emotion neutral
Rotation H-45～+45,V-15～+15

Figure 3: HOIP database image

Japan [12]. The subject images conprised people with a
wide range of ages. The background was made the same
for all subjects. Furthermore, facial expression is neutral.
Moreover, there are facial images of which it takes a picture
from various directions. In this paper, the face database was
used with permission from Softopia corporation, Japan. It
is prohibited to copy, to use, and to distribute the images
without the authorization of the copyright holder.

3.2. Conditions of Age Estimation

In order to show the effectiveness of the proposed
method, we perform a simulation. In this paper, we use
the actual data that is provided from HOIP organization in
JAPAN [12], and we use a sample size of only 113 males,
and it is only frontal face image, no-glasses. This is a first
step of evaluation of the proposed method. Moreover, we
use theε-filter that window size is 7× 7 andε value is
20. In this simulation, we use the leave-one-out cross-
validation method.

3.3. Age Estimation Results and Discussions

Table 2,3,4 shows error average of estimated age. In ad-
dition, we show the age estimation error of each generation.
Table 2 means result of liner kernel, Table 3 shows result of
Gaussian kernel and Table 4 is result of polynomial kernel.
From these results, age estimation error of 10’s, 20’s, and
60’s are larger than all generation’s average. Moreover, to
compare 3 results, good result of average and generation’s
average is polynomial kernel result. As a result, age esti-
mation error value is about 6.65 years old. This result is
high accuracy as a generalized method.

4. CONCLUSIONS

In this paper, we proposed an age estimation system
based on texture feature. Firstly, we detect the face area
and skin area, and normalize face image. Next, age feature

Table 2: Age estimation error using liner kernel
All generations 6.85 years

10’s 8.77 years
20’s 6.37 years
30’s 4.66 years
40’s 5.9 years
50’s 6.3 years
60’s 10.32 years

Table 3: Age estimation error using Gaussian kernel
All generations 6.64 years

10’s 8.6 years
20’s 6.14 years
30’s 5.03 years
40’s 6.22 years
50’s 5.21 years
60’s 9.75 years

is extracted byε-filter. Finally, age is estimated by kernel
regression analysis. From result, age estimation error value
is about 6.65 years old. It’s good result of age estimation
research area. However, there are no simulation of female
and multi direction face image. It’s necessary to show the
effectiveness of the proposed method.
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