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Abstract–In this paper we review two multirate loss models, 
whereby we can assess the call-level QoS of the Long Term 
Evolution (LTE) X2 link supporting calls of different 
service-classes with fixed bandwidth requirements. The X2 
interface connects directly two neighboring evolved NodeBs 
and is mainly responsible for the transfer of user-plane and 
control-plane data during a handover. In the first model, the 
impact of user mobility in congestion probabilities is 
studied. In the second model, a fluid mobility model is 
considered for the determination of congestion probabilities. 
In both models, the X2 interface is modeled as a link of fixed 
capacity. Handover calls are accepted in the X2 link 
whenever there exists available bandwidth. Otherwise, calls 
are blocked and lost. For the evaluation of both models we 
compare the QoS index of congestion probabilities, under 
the same offered traffic-load conditions. Analytical 
congestion probabilities results show that both models 
perform equally well in most cases. 

I. INTRODUCTION 

Long Term Evolution (LTE) networks provide 
increased throughputs via better spectrum exploitation 
and the use of multiple antennas, minimized latencies and 
a relatively simplified (the so-called “flat”) architecture 
for the Evolved UMTS Terrestrial Radio Access Network 
(E-UTRAN) [1]. LTE market penetration is mainly 
attributed to the fact that the LTE technology is based on 
the 3G UMTS technology, meaning that no extensive 
network equipment upgrade and modifications are 
required, making the 3G to 4G migration for network 
operators easier and less costly.  

The main components of an LTE network are the 
Evolved Packet Core (EPC) and the E-UTRAN. The EPC 
is responsible for the management of the core network 
components and the communication with the external 
network. The E-UTRAN provides air interface, via 
evolved NodeBs (eNBs), to a User Equipment (UE) and 
acts as an intermediate node handling the radio 
communication between the UE and the EPC. Each eNB 
covers a specific cell and exchanges traffic with the core 
network through the S1 interface. An active UE is quite 
likely to cross the boundary of the source cell, causing a 
handover. A handover is the process of a seamless 
transition of the UE’s radio link from the source eNB to 
one of its neighbors. During this transition, the direct 
logical interface (link) between two neighboring eNBs – 
the X2 link – is used, for the user data arriving to the 
source eNB via the S1 link, to be transferred to the target 
eNB (Fig. 1).   

The X2 interface is mainly used for the handover 
operation but it also supports load management and inter-

cell interference coordination functions. However, 
considering that load management requires a constant but 
negligible bandwidth and assuming homogeneous LTE 
networks (all eNBs have similar characteristics and serve 
roughly the same number of users), in which interference 
coordination is not used (see e.g, [2], [3]), we consider 
only the bandwidth required for the handover support.   

 
Figure 1. The S1 interface and the X2 interface between source and 

target eNBs.  
 
Based on the above, the X2 link carries both control 

and user plane traffic. However, according to [4]-[5], 
control plane traffic can be considered negligible 
compared to user plane traffic. Therefore, we take into 
account user plane traffic. In addition, due to the 
assumption of a homogeneous LTE network, the 
outgoing user plane traffic, originated by UEs leaving a 
cell, is equal to the incoming user plane traffic, originated 
by UEs entering a cell [4]. Therefore, we consider only 
outgoing user plane traffic and focus on the calculation of 
congestion probabilities in the X2 link.    

A literature review shows that the determination of 
congestion probabilities in the X2 link can be based on 
multirate teletraffic loss models (see  e.g., [2], [4]-[5]). In 
[2], a simple model is proposed that studies the impact of 
UE mobility in congestion probabilities. A circular 
source cell is considered, that accommodates a finite 
number of users, who generate quasi-random handover 
traffic [6] and have different bandwidth requirements. All 
UEs are considered having a constant velocity and 
moving in a straight line. The X2 link is modeled as a 
link of fixed capacity that accepts handover calls if their 
total bandwidth requirement is available upon their 
arrival. The calculation of congestion probabilities is 
based on analytical formulas that take into account UEs 
mobility, but can be complex in the case of large systems 
with large capacities and many service-classes. This is 
because enumeration and processing of the state space is 
required. In [4], a richer stochastic model is proposed, 



which is based on a fluid mobility model (e.g., [7]-[8]) 
and the classical Erlang Multirate Loss Model (EMLM) 
[9]-[10]. Calls arrive in the X2 link according to a 
Poisson process and compete for the available bandwidth 
under the Complete Sharing (CS policy). In the CS 
policy, a call is accepted in the system if its bandwidth 
requirement is available. Otherwise, the call is blocked 
and lost without further affecting the system. Although 
the models of [2] and [4] provide similar congestion 
probability results in most cases (see Section IV), the 
model of [4] is preferable since: a) basic performance 
measures including congestion probabilities, link 
utilization and average number of calls in the system can 
be recursively determined, without the need of state space 
processing, b) it can be extended to evaluate the call-level 
QoS of the X2 link under various other bandwidth 
sharing policies (e.g., the bandwidth reservation policy 
[11]-[13] or the threshold policy [14]-[16]) and c) 
different handover arrival processes can be studied, e.g., 
the batched Poisson process or an ON-OFF process [17]-
[20]. Finally, in [5], a multirate loss model is proposed, 
based on the EMLM, assuming that traffic in the X2 link 
is elastic. Elastic traffic refers to calls whose bandwidth is 
not fixed during their lifetime in the system. For a recent 
paper that also considers elastic traffic in LTE access 
networks but focuses on flow/packet level (not on call-
level as [2], [4]-[5]) and determines transfer delay based 
on simple queueing models (the M/G/R-Processor 
Sharing and the M/D/1 models), the interested reader 
may resort to [21]. 

In this paper, we review [2], [4] and study the pros and 
cons of each model. Numerical results on congestion 
probabilities show that both models perform equally well, 
under the same offered traffic-load conditions, especially 
when a modified version of [2] is considered (see Section 
IV).  

This paper is organized as follows: In Section II, we 
review the model of [2], proposed by Blogowski, 
Klopfenstein and Renard (BKR model). In Section II.A, 
we consider the single-service case while in Section II.B, 
we consider the multi-service case. In Section III, we 
review the model of [4], proposed by Widjaja and La 
Roche (WLR model). In Section IV, we present the 
relationship between both models. In Section V, we 
present analytical congestion probabilities results for both 
models and show the cases where both models provide 
similar congestion probabilities results. We conclude in 
Section VI.  

  

II. THE BKR MODEL  

A. The single-service case 
Consider a circular source cell of radius R  (in m) 

which accommodates a single UE. The UE is considered 
having a constant velocity v  (in m/s), moving in a 
straight line and communicating for a constant duration 
of  (in s). During the time  , the UE covers a distance 
of v . If 2v R  , then the UE leaves the source cell 
with probability 1exitP   and moves to the target cell (of 
the same radius R ). On the other hand, if 2v R  , then 
the UE may leave the cell with probability exitP or remain 

in the cell with probability 1stay exitP P  depending on 

the UE’s starting position in the source cell. Assuming 

that the starting position of the UE is uniformly 
distributed and since the circle is invariant under rotation, 
then stayP is calculated by the ratio of the grey area S  

(area of two overlapping cells) of Fig. 2 and the area of a 
circle [2]:  

2

( )
=stay

area S
P

R
                                                     (1) 

 
Figure 2. The grey area S defines the probability that the UE remains 

in the source cell. To determine S, subtract the area E2 from the area E1 
of the circular sector, and multiply the result by 2, i.e., S = 2(E1-E2).   
 

Based on (1) and assuming that 2v R  , exitP can be 
determined by [2]: 

2
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or according to Maclaurin series expansion: 

2exitP v R                                                        (3) 

for small values of 2v R  . 

The probability that a UE leaves the source cell at a given 
slot s of duration δ ms can be calculated by [2]: 

( )exit exitP s P



                                                      (4) 

or based on the approximate formula of (3) by: 

( ) 2exitP s v R                                                    (5) 

where it is assumed that the duration Δ is discretized in 
Δ/δ segments of size δ. Note that (5) is quite accurate, as 
δ is a very small quantity (in the order of ms) and 
consequently ( )exitP s has a near-zero value (condition for 
the convergence to (2)). 

Equation (3) has the following characteristics: 
a) It expresses the average number of handovers during 
a communication. It is not only intuitively expected, 
since a UE will not do more than one handover during its 
communication, but it has also been proved in [22] 
(replace (16) in (36) of [22] to obtain (3) of our paper). 
According to [22], an underlying assumption for the 
proof of (3) is that the probability that a handover fails is 
zero (see Method II, pp. 1248 of [22]).  



b) If 1exitP  , then the maximum time a UE spends in 

the cell is max 2R v  . The same result has been 
proved in [23] (see (5), pp. 604) for the mean sojourn 
time of a UE in an arbitrary cell, assuming that the UE 
enters the cell in a point A and leaves the cell in a point B 
(see Fig. 3). Two basic assumptions for the proof of [23] 
are: 1) the UE’s velocity remains the same in the source 
and target cells and 2) the values of θ in Fig. 3 are given 
by 2 2     .    

 
Figure 3. Sojourn time in an arbitrary cell [23]. 

 
The movement of the UE from the source eNB to the 

target eNB (with probability exitP ) causes the interruption 
of the radio link between the source eNB and the UE for 
δ ms (in the order of 25 to 50 ms). During this time δ, the 
source eNB is responsible for transferring to the target 
eNB, via the X2 link, an amount Q of data (in Mb).  The 
latter consists of data already buffered at the source eNB 
and data that continue to arrive at the source eNB via the 
S1 link. Therefore, the capacity 2XC (in Mb/s) required 
for this data transfer of only one UE is given by [2]:   

2 =XC Q                                                             (6) 

If we further denote by d (in Mb/s) the UE’s data rate on 
the S1 link, then [2]: 

=Q βd                                                                (7) 

where β is the period of time during which data are stored 
in the buffer (in the order of 100 ms). 
Equation (6) due to (7), takes the form: 

2 =XC βd                                                           (8) 

Consider now the case of N active UEs in the source 
cell and assume that all UEs have the same traffic and 
mobility characteristics. Then, the probability that there 
are exactly r UEs (out of N) leaving the cell 
simultaneously at a slot s of duration δ ms, ( , )exP r N , is 
given by [2]: 

( , ) = 1
r N r

ex exit exit

N
P r N P P

r

 
 

        
    

                       (9) 

while the probability that r or more UEs leave 
simultaneously the cell at a slot s is given by: 

( , ) = ( , ) 1
x N xN N

ex ex exit exit
x r x r

N
P x r N P x N P P

x

 
 



 

          
    

     (10) 

If exactly r UEs leave the source cell at a slot s then an 
amount rQ  of data should be transferred via the X2 link. 

Therefore, the required capacity 2,X rC for r UEs is [2]:   

2, =X rC rQ rβd                                             (11) 

while the probability,  
2,

( )
X rCP r , that the X2 link requires 

a capacity up to  /rβd   is: 

2,
0 0

( ) = ( , ) 1
X r

i N ir r

C ex exit exit
i i

N
P r P i N P P

i

 
 



 

         
    

    (12) 

As far as a UE’s congestion probability is concerned, 
named herein Call Congestion (CC) probability, ( )CCP r , 
it expresses the case whereby a UE leaves the source cell 
on the same time slot as r or more other UEs and can be 
calculated by [2]: 

/

1

( ) ( ) ( , 1)CC exit ex
s

P r P s P x r N
 



                                 (13) 

where we have excluded the reference UE from the N 
UEs, in order to calculate its CC probability.  

Based on (4) and (10), (13) takes the form: 

1

( ) ( , 1)
N

CC exit ex
x r

P r P P x N




                                          (14) 

B. The multi-service case 
Consider now the case of K different service-classes 

accommodated in the source cell. We assume that the 
capacity of the X2 link is fixed and equal to 2XC . Let Nk 
be the number of active UEs of service-class, k = 1,…,K 
and 1( ,..., ,..., )k KN N NN  the corresponding vector. A 
service-class k active UE has a data rate dk, a constant 
velocity vk, a communication duration Δk, a probability 

,exit kP  (given by (3)) and an amount of data Qk that should 

be transferred via the X2 link in case of handover. Let 
also k kr N  be the number of service-class k UEs that 
leave the cell at a slot s of duration δ ms and 

1( ,..., ,..., )k Kr r rr the corresponding vector.  

Then, the probability ( , )exP r N  is expressed by [2]: 

,
1

( , ) ( , )
K

ex ex k k k
k

P P r N


r N                                           (15) 

where:  

, , ,( , ) = 1
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The CC probability of an active service-class k UE is 
determined by: 

, ,( ) ( , )
k

CC k exit k k
T
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where: 
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Equation (17) shows a drawback of the BKR model: 
the determination of CC probabilities requires 
enumeration and processing in order to obtain the state 
space Tk. This procedure is quite complex especially for 
large capacity systems that accommodate many service-
classes. On the other hand, the WLR model of Section III 
circumvents this problem by proposing an accurate and 
recursive formula for the calculation of CC probabilities. 

III. THE WLR MODEL 

Consider a circular source cell of radius R  which 
accommodates Poisson arriving calls of K different 
service-classes. Calls of service-class k (k=1,…,K) follow 
a Poisson process with arrival rate λk and have a generally 
distributed service time, 1

k
 . Contrary to the BKR 

model, in the WLR model a fluid mobility model is 
considered for the determination of the offered traffic-
load in the X2 link.  

The fluid mobility model of [4] considers traffic flow 
as the flow of a fluid. Such a model can be used to model 
the behavior of macroscopic movement (i.e., the 
movement of an individual UE is considered of little 
significance) [8]. This fluid mobility model formulates 
the amount of traffic flowing out of a circular region of a 
source cell to be proportional to the population density 
within that region, the average velocity, and the length of 
the region boundary. For a circular region with a 
population density of ρk (UEs of service-class k per km2), 
an average velocity of vk, and a perimeter of L=2πR, the 
UE crossing rate per unit time, kCR , from a source to any 
neighbor cell is: 

2k k k k kCR v L v R                                               (18) 

Equation (18) is actually Thomas’ formula [24] and can 
be used for various UE’s mobility models (see e.g., [25]). 
Note that two limitations of fluid mobility models are the 
following: 1) they cannot be applied to cases where 
individual movement patterns are desired and 2) they are 
more accurate for regions of a large UE population [26]. 

Based on the above and assuming Poisson handover 
traffic, the offered traffic-load of service-class k calls, ka , 
in the X2 link equals [4]: 

( ) 2 ( )k k
k A A k k

v L
a p k p k v R


  


                           (19) 

where:  ( )A k k kp k     is the probability that a 

service-class k UE is active (i.e., when there exists a 
Radio Resource Control (RRC) connection between a UE 
and eNB) and δ is the interruption time of the radio link 
between the source eNB and the UE, as defined in 
Section II. 

Let bk be the data rate of an active service-class k UE 
and nk be the in-service service-class k UEs in the X2 

link. By defining the corresponding vectors 

1( ,..., ,..., )k Kn n nn  and 1( ,..., ,..., )k Kb b bb  then the 
occupied bandwidth j in the X2 link can be expressed as: 

2
1

, 0,1,...,
K

k k X
k

j n b j C


  nb                                 (20) 

To determine the X2 link occupancy distribution, q(j), 
it is assumed that UEs compete for the available 
bandwidth under the CS policy. Following the analysis of 
the classical EMLM, the un-normalized values of q(j)’s 
can be accurately determined by the classical Kaufman-
Roberts recursive formula: 

2
1

1 0

1
( ) ( ) 1

K

k k k X
k=

 for j = 

q j = a b q j  b  for j= ,...,C
j

0 otherwise

                           (21) 

  Having determined q(j)’s we calculate the Time 
Congestion (TC) probabilities of service-class k, Bk, by 
the formula [4]:  

2

2 1

1 ( )
X

X k

C

k

j C b

B G q j
  

                                                  (22) 

where: 
2

0

( )
XC

j

G q j


   is the normalization constant. 

TC probabilities are determined by the proportion of time 
the system is congested and can be measured by an 
outside observer. CC probabilities refer to the probability 
that a UE is blocked and lost. Due to the assumption of 
Poisson arrivals, TC and CC probabilities coincide 
(PASTA property, [6]). 
 

IV.  RELATIONSHIP BETWEEN THE TWO MODELS 

Based on Section II.B, the total offered traffic-load of 
service-class k UEs in the X2 link, '

ka , of the BKR model 
is given by: 

'
,= 2 k k

k k exit k
k

N v
a N P

R


 

                                      (23) 

where: , 2exit k k kP v R   while the term 2 kv R  refers 

to the offered traffic-load of a single UE of service-class 
k in the X2 link.   

Equation (23) coincides with (19) (of the WLR model) 
if we replace in (19) the population 
density 2

k kN R  for a circular region and assume 
that UEs are always active. 

According to [2], if we use (19) in (21) then the CC 
probabilities of the WKR model (obtained by (22)) are 
quite close to the corresponding probabilities of the BKR 
model (obtained by (17)) if we multiply kB of (22) by 

, 2exit k k kP v R  . Although this is true in many 

examples, in Section V we show that there are cases 
where the CC probabilities results are not quite close. 
This is true especially for the CC probabilities of service-
classes with low data rates requirements compared to CX2 



or to the bandwidth requirements of the other service-
classes. To solve this problem, we follow the rationale of 
(22) and modify in (17) the state space Tk to the new: 

'
2 2

1

1
k

K

k X k k i i i k k X
i

T C d r d d C  



         
  

N
l H . 

We name this case, modified BKR model. Note that the 
new state-space '

kT  comprises less congestion states 
compared to Tk, a fact that leads to the convergence of 
CC probabilities (between the two models) for service-
classes with low data rates requirements. 

 

V.  NUMERICAL EXAMPLES - EVALUATION 

In this section, we present three application examples 
and provide analytical CC probabilities results of the 
BKR model and its modified version as well as the WLR 
model. 

In the first example, presented in [2], we consider three 
service-classes (VoIP, video, data) accommodated in a 
X2 link of capacity CX2 = 5120 Kbps. The data rates of 
VoIP, video and data are: d1 = 32 kbps, d2 = 320 kbps and 
d3 = 1024 kbps, respectively. The other input parameters 
are the following: R = 250 m, v1 = v2 = v3 = 12 km/h, δ = 
25 ms, β1 = β2 = β3 =100 ms, Δ1 = 100 s, Δ2 = 200 s 
(truncated to Δmax = πR/2v3 = 117.81 s) and Δ3 = 5 s. For 
the WLR model, we have /k k kb d  for k = 1, 2, 3. 

Table 1a presents the CC probabilities obtained by the 
BKR model and the WLR model, while Table 1b presents 
the corresponding results for the modified BKR model. In 
the 1st column of Tables 1a, 1b we present the total 
number N of active UEs accommodated in the source 
cell. Based on the value of N and a distribution of 25%, 
25% and 50% for each service-class, we obtain the 
corresponding values N1, N2 and N3 for VoIP, video and 
data. As an example, when N = 20 active UEs, then N1 = 
5, N2 = 5 and N3 = 10. Similarly, when N = 200 active 
UEs, then N1 = 50, N2 = 50 and N3 = 100. According to 
the results of Tables 1a, 1b we conclude that: 1) an 
increase in N results in the CC probabilities increase 2) 
the CC probabilities of the BKR and WLR model diverge 
when the data rate requirement of a service class (VoIP) 
is small compared to CX2 and 3) the CC probabilities of 
the modified BKR model are quite close to the 
corresponding results of the WLR model. 

In the second example, we double the velocity (from 
12 to 24 km/h), letting intact all other parameters. Note 
that now, both call durations Δ1 and Δ2 must be truncated 
to the maximum allowed value of 58.90 s. 

Tables 2a and 2b present the corresponding CC 
probabilities results. We observe that the increase of 
velocity increases the respective (compared to the first 
example) CC probabilities of all service classes. 
Considering that the increase of velocity reduces the time 
a user spends in the source cell (and increases Pexit), this 
result was anticipated. Expanding this rationale we can 
find similar correlations between the other parameters 
and the CC probabilities. The results of the modified 
BKR model and the WLR model remain close as well. 

In the third example, we keep the input of the second 
example and increase the interruption time δ from 25 to 
50 ms. This causes a reduction (by a factor of 2) of the 
bandwidth that should be reserved in X2 link for each 

handover and consequently the respective (compared to 
the second example) CC probabilities are also reduced 
(see Tables 3a and 3b). The other conclusions drawn 
previously are valid in this example as well. 

 
Table 1a: CC probabilities – 1st example (BKR, WLR) 

BKR WLR

N Pcc,1 Pcc,2 Pcc,3 B1 B2 B3

20 3.62E-06 2.12E-03 1.26E-04 4.42E-14 2.12E-03 1.35E-04

40 1.49E-05 4.24E-03 2.60E-04 7.11E-13 4.22E-03 2.69E-04

60 3.36E-05 6.35E-03 3.94E-04 3.59E-12 6.31E-03 4.02E-04

80 5.99E-05 8.45E-03 5.28E-04 1.13E-11 8.38E-03 5.34E-04

100 9.37E-05 1.06E-02 6.61E-04 2.74E-11 1.04E-02 6.65E-04

120 1.35E-04 1.27E-02 7.94E-04 5.66E-11 1.25E-02 7.96E-04

140 1.83E-04 1.47E-02 9.26E-04 1.04E-10 1.45E-02 9.26E-04

160 2.39E-04 1.68E-02 1.06E-03 1.78E-10 1.66E-02 1.06E-03

180 3.02E-04 1.89E-02 1.19E-03 2.83E-10 1.86E-02 1.18E-03

200 3.73E-04 2.10E-02 1.32E-03 4.30E-10 2.06E-02 1.31E-03
 

Table 1b: CC probabilities – 1st example (modified BKR) 

Modified BKR 

N Pcc,1 Pcc,2 Pcc,3 

20 8.58E-15 2.12E-03 1.26E-04 

40 3.59E-13 4.22E-03 2.60E-04 

60 2.32E-12 6.31E-03 3.93E-04 

80 8.21E-12 8.38E-03 5.25E-04 

100 2.13E-11 1.04E-02 6.57E-04 

120 4.60E-11 1.25E-02 7.88E-04 

140 8.76E-11 1.45E-02 9.18E-04 

160 1.52E-10 1.66E-02 1.05E-03 

180 2.47E-10 1.86E-02 1.18E-03 

200 3.80E-10 2.06E-02 1.30E-03 
 

Table 2a: CC probabilities – 2nd example (BKR, WLR) 

BKR WLR

N Pcc,1 Pcc,2 Pcc,3 B1 B2 B3

20 1.71E-05 4.24E-03 5.03E-04 8.38E-13 4.22E-03 5.37E-04

40 6.97E-05 8.45E-03 1.04E-03 1.33E-11 8.38E-03 1.07E-03

60 1.58E-04 1.27E-02 1.57E-03 6.67E-11 1.25E-02 1.59E-03

80 2.80E-04 1.68E-02 2.10E-03 2.09E-10 1.66E-02 2.11E-03

100 4.37E-04 2.10E-02 2.62E-03 5.06E-10 2.06E-02 2.62E-03

120 6.28E-04 2.51E-02 3.15E-03 1.04E-09 2.45E-02 3.13E-03

140 8.52E-04 2.93E-02 3.67E-03 1.91E-09 2.84E-02 3.63E-03

160 1.11E-03 3.34E-02 4.18E-03 3.24E-09 3.23E-02 4.12E-03

180 1.40E-03 3.75E-02 4.69E-03 5.14E-09 3.61E-02 4.61E-03

200 1.72E-03 4.16E-02 5.20E-03 7.78E-09 3.99E-02 5.10E-03
 

Table 2b: CC probabilities – 2nd example (modified BKR) 

Modified BKR 

N Pcc,1 Pcc,2 Pcc,3 

20 1.61E-13 4.22E-03 5.02E-04 

40 6.71E-12 8.39E-03 1.03E-03 

60 4.33E-11 1.25E-02 1.56E-03 

80 1.52E-10 1.66E-02 2.08E-03 

100 3.94E-10 2.06E-02 2.59E-03 

120 8.47E-10 2.45E-02 3.10E-03 

140 1.60E-09 2.84E-02 3.60E-03 

160 2.78E-09 3.23E-02 4.09E-03 

180 4.49E-09 3.61E-02 4.58E-03 

200 6.88E-09 3.99E-02 5.06E-03 



Table 3a: CC probabilities – 3rd example (BKR, WLR) 
 BKR WLR 

N Pcc,1 Pcc,2 Pcc,3 B1 B2 B3

20 7.33E-08 1.82E-07 2.20E-06 3.79E-24 1.51E-07 3.04E-06

40 6.94E-07 1.72E-06 1.04E-05 1.26E-21 1.19E-06 1.21E-05

60 2.46E-06 6.06E-06 2.46E-05 3.95E-20 3.97E-06 2.70E-05

80 5.98E-06 1.46E-05 4.47E-05 4.64E-19 9.30E-06 4.77E-05

100 1.18E-05 2.87E-05 7.08E-05 3.16E-18 1.79E-05 7.40E-05

120 2.06E-05 4.97E-05 1.03E-04 1.53E-17 3.06E-05 1.06E-04

140 3.28E-05 7.88E-05 1.40E-04 5.78E-17 4.80E-05 1.43E-04

160 4.90E-05 1.17E-04 1.83E-04 1.84E-16 7.07E-05 1.86E-04

180 6.98E-05 1.66E-04 2.32E-04 5.09E-16 9.94E-05 2.34E-04

200 9.58E-05 2.27E-04 2.87E-04 1.27E-15 1.35E-04 2.86E-04

 
Table 3b: CC probabilities – 3rd example (modified BKR) 

 Modified BKR 

N Pcc,1 Pcc,2 Pcc,3 

20 0.00E+00 1.09E-07 2.19E-06 

40 4.74E-23 1.02E-06 1.04E-05 

60 5.96E-21 3.60E-06 2.44E-05 

80 1.23E-19 8.64E-06 4.43E-05 

100 1.14E-18 1.69E-05 6.98E-05 

120 6.69E-18 2.92E-05 1.01E-04 

140 2.90E-17 4.61E-05 1.37E-04 

160 1.01E-16 6.83E-05 1.79E-04 

180 3.02E-16 9.64E-05 2.26E-04 

200 7.97E-16 1.31E-04 2.79E-04 

 
 

VI.  CONCLUSION 

In this paper we study two multirate loss models for 
the call-level QoS assessment of the X2 link supporting 
Poisson arriving calls of different service-classes with 
fixed bandwidth requirements. Handover calls are 
accepted in the X2 link whenever there exists available 
bandwidth. Otherwise, call blocking occurs. For the 
evaluation of both models we compare the QoS index of 
congestion probabilities, under the same offered traffic-
load conditions. Analytical congestion probabilities 
results show that both models perform equally well in 
most cases. As a future work we intend to apply the 
bandwidth reservation policy in the X2 link whereby we 
can achieve equalization of congestion probabilities 
among calls of different service-classes.  
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