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Abstract—We have previously defined the discretized
Markov transformations and the full-length sequences
based on such transformations. In this report, the focus
is on the discretized golden mean transformation. In view
of basic properties of the correlation functions for the de
Bruijn sequences that can be regarded as the full-length se-
quences based on the discretized dyadic transformation, we
obtain such basic properties of the correlation functions for
the full-length sequences based on the discretized golden
mean transformation.

1. Introduction

Discretized Bernoulli transformations are proposed
for cryptography and spread-spectrum multiple access
(SSMA) communication systems in [1] and [2] respec-
tively. Motivated by these results, we defined discretized
Markov transformations and found an algorithm to give the
number of full-length sequences based on the discretized
Markov transformations in [3].

In [4], we defined the piecewise-monotone-increasing
Markov transformations, which included not only
Bernoulli transformations but also Markov β transfor-
mations, and gave the bounded monotone truth-table
algorithm for generating all full-length sequences which
were based on the discretized piecewise-monotone-
increasing Markov transformations.

Although correlational properties of pseudo-random se-
quences play important roles in cryptography and SSMA
communication systems, it is intractable to characterize
the correlational properties of full-length sequences based
on the discretized piecewise-monotone-increasing Markov
transformations because of the nature of nonlinearity. Even
for the de Bruijn sequences, only bounds of the maxi-
mum values of the normalized auto-correlation functions
had been known [5]. In [6], we have provided a novel
lower bound of the minimum values of the normalized
auto-correlation functions for the de Bruijn sequences of
length 2n (n ≥ 3). Furthermore, from the view point of
symbolic dynamics [7]–[8], we solved in [10]–[11] the fun-
damental problem posed by Fredricksen in [9] on existence
of the CR (complement reverse) sequences in the de Bruijn
sequences of length 2n for any odd n.

In this report, we focus on the golden mean transfor-
mation, which is the simplest but nontrivial example of
Markov β transformations, and we obtain basic properties
of the correlation functions for the full-length sequences
based on the discretized golden mean transformation.

This report is composed of six sections. In Sect. 2, we
introduce the shift space and define the topological Markov
chain from symbolic dynamics [7]–[8]. In Sect. 3, we re-
view the discretized Markov transformations defined in [3].
Then we check that the de Bruijn sequences are the full-
length sequences based on the discretized dyadic transfor-
mation. In Sect. 4, we introduce the correlation functions
and recall basic properties of the correlation functions for
the de Bruijn sequences. In Sect. 5, in the light of well
known properties of the correlation functions for the de
Bruijn sequences, we obtain such basic properties of the
correlation functions for the full-length sequences based
on the discretized golden mean transformation. The report
concludes with the summary in Sect. 6.

2. Preliminaries

Let Σ be a finite alphabet. The full Σ-shift is denoted by

ΣZ = {x = (xi)i∈Z : ∀i ∈ Z, xi ∈ Σ}

which is endowed with the product topology arising from
the discrete topology on Σ. The shift transformation σ :
ΣZ → ΣZ is defined by

σ((xi)i∈Z) = (xi+1)i∈Z.

The closed shift-invariant subsets of ΣZ are called subshifts.
For a subshift X, we use σX to denote the shift transforma-
tion on X, which is the restriction to X of σ on ΣZ. For
simplicity, we shall write σ : X → X rather than σX .

We call elements u = u1u2 · · · un ∈ Σn blocks over Σ of
length n (n ≥ 1). We use Σ∗ to denote the collection of all
blocks over Σ and the empty block ϵ. For a subshift X, we
useLn(X) to denote the collection of all n-blocks appearing
in points in X. The language of X is the collection L(X) =∪∞

n=0Ln(X), where L0(X) = {ϵ}.
A (directed) graph G = (V,A) consists of a finite setV

of vertices and a finite set A of edges. Each edge e ∈ A
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starts at a vertex called initial state denoted by i(e) ∈ V
and terminates at a vertex called terminal state denoted by
t(e) ∈ V.

Definition 1 Let G = (V,A) be a graph. For vertices
u, v ∈ V, let au,v denote the number of edges in G with ini-
tial state u and terminal state v. Then the adjacency matrix
of G is A = (au,v)u,v∈V, and its formation from G is denoted
by A = A(G) or A = AG. Conversely, k×k nonnegative inte-
gral matrix B = (bi, j)k−1

i, j=0 determines a graph H with vertex
set {0, 1, · · · , k − 1} and ai, j distinct edges with initial state
i and terminal state j, and its formation from B denoted by
H = G(B) or H = GB. It is worth noting that A = A(GA)
and that G and H = G(AG) are graph isomorphic.

For a given nonnegative integral matrix A, we set GA =

(V,Σ). Let

XA = {(xn)∞−∞ ∈ ΣZ : t(xn) = i(xn+1) for all n ∈ Z}.

Then σ : XA → XA is called the two-sided topological
Markov chain determined by the matrix A. The topological
Markov chain is also called a subshift of finite type (SFT)
since it can be described by a finite set of forbidden blocks.
For a given finite set F of forbidden blocks, we use XF to
denote the SFT.

3. Discretized Markov Transformations

We first recall the definition of the discretized Markov
transformations defined in [3] as follows.

Definition 2 Let T : [0, 1]→ [0, 1]. LetP be a partition of
[0, 1] given by the point 0 = a0 < a1 < · · · < a|P| = 1. For
i = 1, · · · , |P|, let Ii = (ai−1, ai) and denote the restriction
of T to Ii by T |Ii . If T |Ii is a homeomorphism from Ii onto
some connected union of intervals of P, then T is said to
be Markov. The partition P = {Ii}|P|i=1 is referred to as a
Markov partition with respect to T .

We use |E| to denote the cardinality of a set E.
For an irreducible aperiodic Markov transformation T ,

given a Markov partition P with respect to T , correspond-
ing each subinterval I ∈ P to one edge e(I), we obtain the
set A of edges. For each ordered pair (I, J) of elements of
P, one vertex v(I, J) adjacent from e(I) and to e(J) is al-
lowed exactly when J ⊂ T |I(I). Thus we obtain the graph
G = (V,A) representing the Markov transformation. Gen-
erally, this is not Eulerian.

Let H = (V,B) be the Eulerian subgraph spanning G
with maximal number of edges. Since we consider the
irreducible aperiodic Markov transformations, the set V
of vertices is invariant under the modification from G to
H. Under the above-mentioned one-to-one correspondence
between P and A, we obtain the partition Q which corre-
sponds toB. Then the discretized Markov transformation T̂
is defined by a permutation T̂ : Q → Q with T̂ (I) ⊂ T |I(I)
for all I ∈ Q.

Full-length sequences based on the discretized Markov
transformation are exactly Eulerian circuits in H, whose
length is given by |B|. Given a Markov partition P with
respect to T , we obtain |Q|! discretized Markov transfor-
mations. It is well known that any permutation is uniquely
expressible (except for the order of succession) as a prod-
uct of cyclic permutations. In view of this fact, the dis-
cretized Markov transformation T̂ : Q → Q can be re-
garded as an approximation of the underlying transforma-
tion T : [0, 1] → [0, 1] only when it is expressed as pre-
cisely one cyclic permutation. In such cases, the discretized
Markov transformation T̂ itself can be viewed as a full-
length sequence w. Moreover, for the full-length sequence
w, considering a bi-infinite sequence w∞ = · · ·www · · ·, the
cyclic permutation T̂ can be thought of as the shift on BZ.

We observe that full-length sequences based on the
discretized Markov transformation are nothing but in
L|B|(XAH ), which implies the discretized Markov transfor-
mation T̂ : Q → Q is only one step of the approximation
of the underlying transformation T : [0, 1] → [0, 1]. In
order to define more refined approximations, we introduce
the notion of higher edge graph from symbolic dynamics
[7].

Definition 3 Let G be a graph. For n ≥ 2 we define
the nth higher edge graph G[n] of G to have vertex set
Ln−1(XAG ) and to have edge set containing exactly one edge
from e1e2 · · · en−1 to f1 f2 · · · fn−1 whenever e2e3 · · · en−1 =

f1 f2 · · · fn−2 (or t(e1) = i( f1) if n = 2), and none otherwise.
The edge is named e1e2e3 · · · en−1 fn−1 = e1 f1 f2 · · · fn−1. For
n = 1 we set G[1] = G.

Let G be the graph representing the Markov transforma-
tion. Then we obtain a sequence (G[n])∞n=1 of higher edge
graphs of G. For each n ≥ 1, we use Hn = (Ln−1(XAG ),Bn)
to denote the Eulerian subgraph spanning G[n] with maxi-
mal number of edges, each of which leads to a discretized
Markov transformation T̂n. Recall that the length is given
by |Bn|.

Example 1 Let T : [0, 1] → [0, 1] be the dyadic trans-
formation: T (x) = 2x (mod 1), x ∈ [0, 1]. If we take a
Markov partition of [0, 1] given by the point 0 < 1/2 < 1,
then we obtain the graph G representing the dyadic trans-
formation as shown in Fig. 1.
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Figure 1: G = G[1] = H1.

For each n (≥ 1), we obtain G[n] = ({0, 1}n−1, {0, 1}n),
which is called the de Bruijn graph. Since G[n] is Eulerian,
we have Hn = G[n] for each n. The Eulerian circuits in G[n]

are called the de Bruijn sequences of length 2n.
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4. Correlational Properties of the de Bruijn Sequences

The correlation functions for sequences are measures
of the similarity, or relatedness, between two sequences.
Mathematically they are defined as follows.

Definition 4 The cross-correlation function of time delay ℓ
for the sequences X = (Xi)N−1

i=0 and Y = (Yi)N−1
i=0 over {−1, 1}

is defined by

RN(ℓ; X,Y) =
N−1∑
i=0

XiYi+ℓ ( mod N),

where ℓ = 0, 1, · · · ,N − 1 and, for integers a and b (≥ 1),
a (mod b) denotes the least residue of a to modulus b. The
normalized cross-correlation function of time delay ℓ for
the sequences X and Y is defined by

rN(ℓ; X,Y) =
1
N

N−1∑
i=0

XiYi+ℓ ( mod N).

If X = Y, we call RN(ℓ; X, X) and rN(ℓ; X, X) the auto-
correlation function and the normalized auto-correlation
function, and simply denote them by RN(ℓ; X) and rN(ℓ; X),
respectively.

In this study, we are concerned with correlational prop-
erties of the de Bruijn sequences and the full-length se-
quences based on the discretized golden mean transforma-
tion. As we see above, a de Bruijn sequence is usually
defined as a sequence over {0, 1}while the correlation func-
tions are defined for a sequence over {−1, 1}. Throughout
this report, when we compute the values of the normalized
cross-correlation functions rN(ℓ; X,Y) for the sequences X
and Y over {0, 1}, we regard 0 in the sequences over {0, 1}
as −1. In other words, we transform the sequences X and
Y of length N over {0, 1} to sequences of length N over
{−1, 1} by one-to-one correspondence between 0 and −1,
respectively.

By the definition, we immediately see the following.

Remark 1 For any X, we have

rN(0; X) = 1.

The following basic properties of the normalized auto-
correlation functions for the de Bruijn sequences are well
known [5].

Theorem 1 Let X and Y be the de Bruijn sequences of
length N = 2n (n ≥ 1). Then we have

i)
N−1∑
ℓ=0

rN(ℓ; X,Y) = 0;

ii) rN(ℓ; X) = 0 for 1 ≤ ℓ ≤ n − 1.

5. Correlational Properties of the the Full-Length Se-
quences Based on the Discretized Golden Mean
Transformation

Let T : [0, 1] → [0, 1] be the golden mean transforma-
tion: T (x) = βx (mod 1), x ∈ [0, 1], where β is the
golden mean number 1+

√
5

2 . The graph of T is given in Fig.
2.
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Figure 2: The golden mean transformation.

If we take a Markov partition of [0, 1] given by the point
0 < 1/β2 < 1/β < 1, then we obtain the graph G repre-
senting the golden mean transformation as shown in Fig.
3.
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Figure 3: G[2] = H2.

In view of G[2] in Fig. 3, the set of forbidden blocks
is given by F = {11}. For each n (≥ 2), we obtain
G[n] = (Ln−1(XF ),Ln(XF )) and the Eulerian subgraph
Hn = (Ln−1(XF ),Bn) spanning G[n] with maximal num-
ber of edges. Although G[2] is Eulerian, which implies
H2 = G[2], G[n] is not always Eulerian for n (≥ 3). In fact,
H3 is a proper subgraph of G[3], in symbols H3 $ G[3]. We
observed in [3] that Hn $ G[n] for any n (≥ 3).

Noting that the sequence (|Bn|)∞n=2 is the Fibonacci num-
bers defined by the recurrence relation |Bn| = |Bn−1| +
|Bn−2| (≥ 4) with |B2| = 3 and |B3| = 4, we obtain

|Bn| = βn + β
n

for n ≥ 2, (1)

where β = 1−
√

5
2 .

In virtue of symbolic analysis of Ln(XF ) and Bn, we ob-
tain

Theorem 2 Let X and Y be full-length sequences based on
the discretized golden mean transformation of length |Bn|.
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Then we obtain
|Bn |−1∑
ℓ=0

r|Bn |(ℓ; X,Y) =
(βn − βn

)2{
(βn − βn

) + 2(βn−1 − βn−1
)
}2 .

Asymptotically, we obtain

Remark 2

lim
n→∞

|Bn |−1∑
ℓ=0

r|Bn |(ℓ; X,Y) =
β2

(β + 2)2 .

Moreover, we obtain

Theorem 3 Let X be a full-length sequence based on
the discretized golden mean transformation of length |Bn|.
Then for 1 ≤ ℓ ≤ n − 1, we obtain

r|Bn |(ℓ; X) =
1

(β − β)2

1 + 4(−1)ℓ
βn−2ℓ + β

n−2ℓ

βn + β
n

 .
On the other hand, for the stationary Markov process

(Zn)∞n=0 over {−1, 1} with the transition matrix
( 1
β

1
β2

1 0

)
,

we obtain

E[ZnZn+ℓ] =
1

(β − β)2

(
1 + 4(−1)ℓβ−2ℓ

)
for ℓ ≥ 0. (2)

For a random variable X, we use E[X] to denote the ex-
pected value of X.

Now let us estimate the error of the normalized auto-
correlation function, which is originated from the dis-
cretization of the underlying transformations. In view of
Theorem 3, (2) leads to

Observation 1

r|Bn |(ℓ; X)−E[ZnZn+ℓ] =
4(−1)ℓ

(β − β)2
·

(
β
β

)n

1 +
(
β
β

)n ·(β2ℓ−β2ℓ
) (3)

and
lim
n→∞

r|Bn |(ℓ; X) = E[ZnZn+ℓ].

The equation (3) implies

r|Bn |(ℓ; X) = E[ZnZn+ℓ] + O
β
β

n , (4)

where O is the big O notation from the Landau symbol.

The error O
((
β
β

)n)
can be regarded as coming from the dis-

cretization of the underlying β transformation. It is note-
worthy that (4) holds even for the de Bruijn sequences in
the following sense. If the underlying transformation is the
dyadic transformation, we have β = 2 and β = 0. Thus we

obtain O
((
β
β

)n)
= 0 for the de Bruijn sequences. In view

of Theorem 1 ii) together with this fact, (4) holds for the
de Bruijn sequences if (Zn)∞n=0 is a sequence of independent
and identically distributed (i.i.d.) random variables over
{−1, 1} with uniform distributions.

6. Summary

We considered the discretized golden mean transforma-
tion. In view of basic properties of the normalized auto-
correlation functions for the de Bruijn sequences that can
be regarded as the full-length sequences based on the dis-
cretized dyadic transformation, we obtained correlational
properties of the full-length sequences based on the dis-
cretized golden mean transformation.
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