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Abstract—This paper proposes a alignment and track-
ing method of 3D point cloud. The problem of point cloud
alignment can be roughly classified into two. The problem
of estimation of the relation from unknown geometry po-
sition is coarse registration. Moreover, in case of roughly
position is known, the problem of estimation of the rela-
tion from known initial position is fine registration. In this
study, we solve the coarse registration problem by exhaus-
tive search, and prepare the initial positions for fine regis-
tration. The fine registration problem is solved by the ICP
algorithm. In this case, reduction of initial positions for
the ICP algorithm by non-extremum suppression that uses
distance between range data and model solves the problem
of calculation cost. The distance evaluation function that
robust for measurement error tackles the outlier problem.
The problem of calculation cost is solved by registering the
distance from the model beforehand by the distance field.
The effectiveness of the proposed method is shown by a
actual data.

1. Introduction

Recently, we can measure object 3D shape by stereo
camera, infrared time of flight (TOF) camera, and so on.
These measurements can get point clouds. This technol-
ogy contributes to model of 3D shape by alignment of
point clouds, to recognize a object, simultaneously local-
ization and mapping (SLAM) compared to conventional
2D restoration methods. To achieve these applications, it
is necessary to align the model and point cloud. In this
study, we propose robust and fast alignment method.

One of the major alignment methods is iterative closest
point (ICP) algorithm [1]. ICP algorithm estimates clos-
est point between two point clouds, translation and rota-
tion between model data and measured data. However, in
general, before applying ICP algorithm, point clouds must
be registered to roughly correct positions. Moreover, ICP
has a outlier problem. To solve the outlier problem, many
method are proposed [2, 3]. From these reports, the out-
lier problem is solve by weight coefficient. On the other
hand, to solve the initial position problem, direction stan-
dardization method by feature point that is extracted by the
curvature from the range image is proposed[4]. However,
the method that uses the feature point has the problem that
alignment cannot be done when the feature point cannot be
extracted.

Therefore, motivation in this study is to propose a robust
and fast alignment method that solves the outlier and initial
position problems. “Robust” have 2 meanings. As for one,
robustness for initial position and the second is robust for
outlier. In the proposed method, we use the ICP algorithm
for the alignment, however, local minimum problem hap-
pens according to the initial position, so we search initial
positions by exhaustive matching. The calculation cost is
reduced by non-extremum suppression for good initial po-
sition selection. Furthermore, in the ICP algorithm and ex-
haustive search evaluation function, we use Tukey weight
function[7] to solve outlier problem. In addition, we real-
ize fast processing by distance field (DF)[8]. DF is the look
up table of the closest point and its distance. In this study,
we use the proposed method for the 3D object recognition.
Moreover, we use only ICP algorithm for object tracking.

2. Alignment

To estimate the relation of the geometry position of the
range image and the model data is called alignment. The
alignment becomes a problem of estimating the rotation
matrix and the translation vector because we deal in the
rigid body. This rotation matrix and the translation vector
can be calculated by minimizing the least mean square er-
ror between the model data and the measured data. In this
section, we show the problem in the alignment, rotation
representation, and conventional alignment method.

2.1. The problem in the alignment

The relation of the geometry position estimation has 6
degree of freedom (DOF)(Fig.1). The model coordinate
system is defined by (Xm,Ym,Zm)，camera coordinate sys-
tem is defined by (Xc,Yc,Zc)．Moreover, 6 DOF parameter
represent the rotation parameter (α, β, γ) and translation pa-
rameter (x, y, z).

The problem in the alignment, search space is very huge.
This search space is not guaranteed that it is single peak
space, and it is difficult to obtain the optimum solution in a
simple search method such as hill climbing. Moreover, rep-
resentation of the rotation is necessary. Furthermore, when
model data and measured data are same shape and relation
of the correspondence point is understood, the formulation
is easy. However, in general, these correspondence point is
unclear. In the alignment, we need to solve these problems.
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Figure 1: Representation of the geometry position in the
alignment

Figure 2: Representation of the rotation

2.2. Representation of the rotation

Mentioned above, representation of the rotation is one of
the alignment problem. In this subsection, we describe the
representation of the rotation. Rotation has 3 parameters
(α, β, γ). Rotation representation is, in other words, how to
represent the rotation matrix by these 3 parameters. In this
study, we use latitude, longitude and camera rotation for
representation of pose (Fig. 2). In addition, we describe
rotation matrixR by 3D vector.The direction of a vector
means rotation axis, norm of the vector indicates rotation.

The rotation matrixR is obtained by Rodrigues formula.
In this case, we define the rotation betweenZm andZc as

the latitudeα and the longitudeβ. Thus, rotation matrix is
shown as follows.

R(α, β) = I + sinα

 − sinβ
cosβ

0


×

+ (1− cosα)

 − sinβ
cosβ

0


2

×
(1)

We write rotation matrixR(α, β) by 3D vector r. Next,
we explain rotation of theγ. This rotation meansZc axis
rotation.Then,

R(γ) =

 cosγ − sinγ 0
sinγ cosγ 0

0 0 1

 . (2)

Thus,
R = R(α, β)R(γ). (3)

2.3. Alignment by least mean square

It has already been described to be able to formulate
alignment as a minimization problem of the least mean
square error when the correspondence of the point is
already-known [5, 6]. However, correspondence of the

point is unknown in almost case. Then, the ICP algorithm
[1] was proposed that search associate points and estimate
rotation and translation. However, in general, before ap-
plying the ICP algorithm, point clouds must be registered
to roughly correct positions.

Therefore, in this study, we estimate global minimum by
exhaustive search.

3. Alignment by exhaustive search

3.1. Exhaustive search

We search a optimal initial position for the ICP algo-
rithm by exhaustive search. In conventional method, the
optimize method that use the Levenberg-Marquardt algo-
rithm from exhaustive search though it is not a range im-
age is proposed [9]. Moreover, method that use exhaustive
search and depth map is proposed [10]. The effectiveness
of the exhaustive search is shown. Therefore, we use the
exhaustive search. We search 6 DOF space roughly.This
sampling late is defined by model shape.

Some cases that become the same local solutions even if
the ICP algorithm is used respectively according to the ini-
tial positions exist. Then, we suppress initial position that
is non-extremum point. This process calls non-extremum
suppression, and is explained in next subsection.

3.2. Non-extremum suppression

All pose and position distances are too huge and over-
plus for initial positions of the ICP algorithm. Therefore,
we reduce non-extremum initial positions by comparison
of neighborhood distance value. Neighborhood position is
defined by all neighbor positions 3×3×3. However, neigh-
borhood of pose definition is too difficult. In this study, we
define the neighborhood of pose as less than constant value
between 2 poses. We set the rotation matrixR. Moreover,
R1 means a rotation matrix of pose1,R2 means a rotation
matrix of pose2, respectively.R can be obtained by follow-
ing equation (Fig.3).

R = R1R2
T . (4)

If we set the rotation angle ofR as aθ, it can be calculate
by Rodrigues formula.

θ = cos−1 trace(R) − 1
2

(5)

In this study, the neighborhood is defined as double the
sampling angle.

3.3. Alignment by the ICP algorithm

Precise alignment is achieved by the ICP algorithm. In
this study, we use many initial position that is obtained by
non-extremum suppression for the ICP algorithm. This im-
age is shown in Fig. 4 by 1 dimension for simplicity. In
this figure, horizontal axis means search space, vertical axis
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Figure 3: Calculation of pose neighborhood

Figure 4: Image of the proposed method

means distance between the model data and the measured
data. As you can see, to use some optimal initial positions,
we can get global solution.

3.4. Tracking by the ICP algorithm

The proposed method track the recognized object. In
tracking, we use only ICP algorithm for real time tracking.

4. Distance evaluation function and calculation

To evaluate a distance between model and measured
data, it is necessary to calculate closest point and its dis-
tance. However, measured data has some noise and outlier.
Then, distance evaluation of only associate point is neces-
sary. In this section, we explain a evaluation function and
distance field (DF) [8] that can calculate distance.

4.1. Evaluation function of exhaustive search

To evaluate the distance between model and measured
data, we need to calculate the closest point and its distance.
However, some measured point has noises and outliers. To
solve this problems, there are many method has proposed
[2, 3, 7, 11]. In this study, we use Tukey weight function
for distance evaluation function.

N∑
i=1

S(i) =

 (1− d(i)2

τ2d
)2, i f (d2 ≤ τ2d)

0, else
(6)

d(i)2 = ||Xmi − (RXci + t)||2 (7)

whereτd means a threshold of the distance.N is number of
measured points,d(i) is distance of each associate points，
Xci means index number of point cloud that hasN points.

Figure 5: Graph of weight function

R is rotation matrix,t indicates translation vector．Xm i

is closest point of model fromRXci + t．We can estimate
robustly by usingτd. This evaluation function is plotted in
Fig.5.

From this figure, evaluation value becomes 0 when the
distance over thresholdτ. Then, we solve the outlier and
mismatched part problem. In this study,τ is defined by
half of translation search step width, because only a point
very near the model wants to be acquired.

4.2. Evaluation function of the ICP algorithm

In ICP [1] algorithm, we use the evaluation function that
use the Tukey weight function.

C j =

N∑
i=1

w(i)||Xm i − (Rj+1Xci,j + t j+1)||2 (8)

where N is number of point clouds,i is index num-
ber， j means iterative number.Xci,j is point of i num-
ber when j iterated. Rj indicates j rotation matrix，t j

indicates j translation vector.Xm i is closest point from
Rj+1Xci,j + t j+1. Then, same as Fig.5，we reduce outlier
and mismated point. In the ICP algorithm, threshold is de-
fined by standard deviation in each iteration [11]．

4.3. DF from 3D model

In order to evaluate distance between the model data and
the measured data, it is necessary to calculate associate
points and its distances, respectively. Thus, to reduce cal-
culation costs, we employ DF[8] that is a look up table of
the distances and associate points.

5. 3D object recognition

In this study, we apply the proposed method for the 3D
object recognition. The relation of camera coordinate sys-
tem and world coordinate system are shown in this section.

Xm = R(R0Xc + t). (9)

where,t is translation vector,R means rotation vector,R0

meansz axis invert rotation matrix. In this case, pose
parameter ranges are 0≤ α ≤ 180，0 ≤ β < 360，
0 ≤ γ < 360.
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6. Experiments

In order to show the effectiveness of the proposed
method, the experiment is done. The point cloud is mea-
sured by D-Imager that is Time of Flight (TOF) censer [12].
We use core-i7 2.6GHz CPU and 3GB memory. Moreover,
maximum size of DF is set as 100. Furthermore, the size of
DF allotted to the maximum size of the object was assumed
to be 50. Sampling late of rotation is set as 20-30 degree
and sampling late of translation is se as 8-10 voxels. These
parameter is defined by model shape and experimentally.

6.1. Result

Table 1: Detail of 3D object recognition experimental re-
sult

Number of search 1M
Number of points 699

Number of initial position 33
Step width (mm) 165.31

DF voxel width (mm) 18.167
RMSE (mm) 36.28

Execution time (sec) 0.708

In this case, we use elevator hall model and box ob-
jects. These models are known data. The point clouds can
get 19200 data (120× 160), but we reduce there point for
one-tenth. The result is shown in Table1. From this table,
RMSE (root mean square error) is less than measuring er-
ror. It mean that this experiment can align precisely. From
this result, we can realize the 3D object recognition. More-
over, we try to track the recognized object by only ICP al-
gorithm. The system runs at over 30 frames per second.

7. Conclusions

In this study, we proposed the robust and fast alignment
and tracking by exhaustive search. The proposed method
use the ICP algorithm for fine registration and get the op-
timal initial positions for the ICP algorithm. Moreover, we
use weight function for distance evaluation function. Then,
we can estimate robustly. This method originality is not
only robust but fast. The fast algorithm is realized by non-
extremum suppression and DF. From this table, RMSE is
less than measuring error. Then, we can estimate and track
the 3D object.

In future works, we will apply the proposed method to
various situations. Moreover, we realize SLAM, modeling,
AR/MR, and so on by the proposed method.
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