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Abstract—Online Social Networks provide many pos-
sibilities to people to make new contacts all over the world.
Nevertheless, the derived friendship relations are usually
less confident compared to the real-life friendships due to
missing possibilities to built up trust. Therefore, a method
is introduced to derive trust from user activities in the net-
work. A global trust judgement is processed considering
the mutual influences of all network users and stochasti-
cally being confirmed by randomly chosen groups of users.
Simulation results show the power of the approach.

1. Introduction

The introduction of online, social networks (ONS) have
been welcomed by broad groups of the society which have
figured out opportunities of such systems for their activi-
ties.

Three scenarios of the use of such systems may be dis-
tinguished. People,

1. ... use the OSN, who know each other well from real
life and have already established any kind of mutual
connection. They use an OSN only as another, fast
and world-wide available tool to intensify their com-
munication and share interesting information.

2. ... meet anyhow in the OSN for the first time; usu-
ally OSN offer a plenty of methods for doing so for
any purpose. They never knew each other before in
the real life and share only information on the OSN,
which become a complete documentation of this rela-
tion.

3. ... knowing each other following the procedure de-
scribed in 1) or 2) and exchange information on third
parties, which are not known to everybody; e.g. a
service s is recommended by a group of persons
x1, x2, .., xr to another person y.

In the first case, users may refer to some real-life back-
ground and therefore a well-established feeling of trust,
confidence and friendship, usually derived from the lim-
bic system of the human brain. Public and private key may
be used for the needed authentication in security systems.
Besides, existing voice and video call subsystems or ex-
ternal communication (like usual phones) can be applied
whenever additional security is indispensable.

The situation drastically changes in the two other sce-
narios. Although the user may even see each other face
by face and have different interaction opportunities over a
longer interval see [1], the relations mostly remain superfi-
cial. It is a fact, that only very few members of the second
user group meet in real life.

Usually, public and private keys, digital signatures, cer-
tificates etc. may ensure in case 2) and 3) only that we
meet always the same registered person(s), (i.e. solve the
problem of formal authentication and privacy), but it can
even not ensure without additional measures that the user
behind the computer is the always the same. Nevertheless,
the main reason is to be seen in a deep problem to establish
trust over a social network. And: it is hard to trick out the
brain in this point, i.e. to force the brain to trust anyone.

A plenty of psychological and sociological publications
deal with the complex problem of understanding trust [2]
and to distinguish different human approaches to that de-
pending on aspects of the character of the respective per-
son [3]. It becomes clear that trust is not a fixed value but
a parameter changing over time depending on very subjec-
tive rules and also non-explainable feelings. Even chem-
istry (smells) may play an important role in this process [4].
From the psychological point of view it must be accepted
that users may obtain trust by fraud and that not every in-
telligently prepared plan may be recognised: in real life as
well as in computer based OSN.

[5] figured out that trust building and trust estimation re-
quire long time, i.e. need a longer time of mutual commu-
nication and activities involving interactions in the social
networks as well as in reality. The reason is that in this
case the cost for any fraud is usually higher than the ob-
tain reward of deception. Nevertheless, a single, accidently
made lie may disrupt any friendship and destroy built trust
suddenly with no chance for a later recovery [6].

If it is assumed that the behaviour of an individual is
more or less rational and a constant one over a longer pe-
riod, the consideration of the history gives the possibility
to predict future activities. In such a manner, trust can be
mostly understood a the predictability of activities of the
other users in the respective environment.

Last but not least, it must be recognised that trust
strongly depends on sociological factors, i.e the position
in the social hierarchy of all persons, recommendation of
other people (friends as well as strangers) and the estima-
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tions of persons in the closest environment (family, team
etc.). Such effects are already addressed in works on the
wisdom of crowds [7] and the word of mouth [8]. Klein-
berg motivates in his works on triadic closure [9] that two
people are more likely to be friends or trust each other, if
they share a mutual friend or highly appreciated person.
The strength of the ties between the persons may influence
the respective probability to establish a new friendship or
trust relation.

From the above said, it becomes clear that trust estima-
tion is a central point in future OSN.

2. Local Trust and User Activities

2.1. Successive Data Collection

Differing from the human approach of trust building, a
technical system must be based on exact measurements of
suitable parameters and algorithms as well as on how to
combine them to a reliable trust value. In [1], we have
discussed a first set of activities available for doing so in
OSN.

The appearance of communication activities is the
strongest instrument to evaluate the relation among two
users. Hereby, communication includes not only the con-
tent of messages but also any other measurable parameters
of communication like its time, frequency, duration etc. but
also annotation of messages, e.g. if users like a posting,
comment a posting or even mail to the user. Those parame-
ters are more easy to measure than content aspects and may
even be compared concerning their importance by weights.

Later, those numbers will be referred to as cumulative
trust value between two users, i.e., user ux trusts user uy to
a certain extent, denoted as T (ux, uy). Note at this point that
trust is not a symmetric relation, i.e. T (ux, uy) , T (uy, ux)
and subject to a permanent evaluation.

In detail, the following rules apply to generate a cumu-
lative trust value T (ux, uy) over the continuous interactions
and activities with other users for a longer period of time.

For the special example of Google+ the following rules
were derived.

1. Being liked from a user ux will increase T (ux, uy).

2. Frequent, consecutive like activities may increase the
trust value over time.

3. Positive comments have a more intense, increasing ef-
fect as likes. Note, that in this case the content must
be analysed.

4. Being added as friend or receiving eMail from another
user is also a quite positive signal, which result in an
increased trust value.

5. Reaching a given trust value T f (ux, uy) will result in
adding uy as friend by ux;

6. In the same manner a much lower value of Tu f (ux, uy)
may result in an ’unfriend’-activity.

7. Finding a triadic closure i.e. if ux is friend of uy and
recognizing that uy and uz are friends, may increase
the trust T (ux, uz).

8. Also, a new friend may be randomly added with a
small probability, representing a new friend from the
real world. For those people, a starting trust value
must be interactively determined.

9. Recognised lies will result in set T (ux, uy) to zero.
Consecutive activities (e.g. Unfriend) may depend on
the users character.

Finally, it must be considered whether activities shall be
valid over all time or for a specific time slice only, e.g. by
using a (sliding) window approach.

Therefore, it can be assumed that an exponential obliv-
ion process models the human thinking in the best man-
ner. The local trust value T (ux, uy) depend now on the time,
i.e. becomes T (ux, uy, t), where t is a discrete time step. If
∆T (ux, uy, n + 1) denotes the local trust changes obtained in
the last time interval from n until (n + 1), T (ux, uy, (n + 1))
can be calculated in a recursive manner without keeping all
history values of T (ux, uy, t) in the memory by:

T (ux, uy, (n + 1)) = T (ux, uy, n)e−λ +
∆T (ux, uy, (n + 1))

S
, (1)

wherein λ is constant to determine the size of the win-
dow and S can be understood as the number of considered
(weighted) values and can be counted by

S =

∞∑
k=0

e−λk =
1

1 − e−λ
. (2)

Currently, a concrete quantitative analysis of trust alter-
ations of T (ux, uy) is not given in this article. These values,
however, must be later empirically derived by experiments
with a bigger group of users and be confirmed in a simula-
tion process.

2.2. Generating Pairwise Trust

From human psychology it is clear, that the transition
between no and full trust is definitely not a linear function,
but more or less a sigmoid dependency, if few exceptional
events resulting in an immediate loss of trust are not con-
sidered at the moment.

1. In the beginning, the first activities of a user are not
adequately recognised for trust calculation.

2. After some time of doubt, positive activities result in
a significant increase of trust.

3. When a time of probation is over, full trust is given.

4. This process, however, is reversible.
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5. Some activities may result in an immediate loss of
trust, this may be modeled again with a small prob-
ability plie(ux, uy) representing that ux is cheated by uy

such that any trust is destroyed and T (ux, uy) = 0.

As the linear combination of activities influencing the
trust value of user ux for user uy is aggregated in T (ux, uy),
which can vary in a big range, normalisation should be in-
troduced to map T (ux, uy) to t(ux, uy) with values in an in-
terval of [0,1] following [10], which preserves the underly-
ing trust semantics. The question is now how t(ux, uy) can
be suitably derived from T (ux, uy)?

A sigmoid function is often used and the suggested solu-
tion for our propose:

t(ux, uy) =
1
2

+
T (ux, uy) − To f f

2
√

1 + (T (ux, uy) − To f f )2
, (3)

whereby To f f describes the user characteristics, i.e. how
much initial trust is given and how much positive activi-
ties must be performed in order to obtain an increased trust
value.

Now, the pairwise trust functions must be used to gen-
erate a (global) trust value for each user, which shall not
solely depend on a special pairwise business relation but
be an overall trust evaluation of this user in his (complex)
network of relations.

2.3. Global Trust and Random Walks

From the above said, it becomes clear that the (global)
trust value of a user depends on the trust of all users know-
ing that user as well as the trustworthiness of those users.
E.g. if a user A trusts a user B with 100 percent and has an
own trust estimation of 10 percent only, this user probably
cannot convince the community that B is reliable.

By considering those relations, the similarity to the cal-
culation of PageRank [11] is highly visible. Indeed, the re-
sults of [12] show that we can use and specify the PageR-
ank calculation for our needs. The advantage is that it is
known that the PageRank of a node can be obtained by a
fully decentralised working, random walker based method.
Using these methodology, a global TrustScore TS ux (t) is
now easy to calculate in an iterative process which con-
verge fast if k random walkers are used.

It is clear that the counted trust value TS (ux) is still a
value, which depends on the network size, i.e. the bigger
the network is, the smaller all values are. In order to make
these values comparable, different normalization methods
can be applied using the size of the network or relative mea-
sures.

3. Simulation

3.1. Simulation Setup

A check for performance and feasibility of the above
concept through was done by a simplified Java multi-

threads simulator of the real-time scenario.
The simulated social networks are firstly generated the

Watts-Strogatz method [13] as directed graph with network
size n, mean degree k = 6 and and a rewire probability
p = 0.5. The trust values are weights of the edges obtained
by the Richardson technique [14] as mentioned in [1]. Ad-
ditionally, a massive dataset from real social networking
are used in our simulation such as below trust networks
directed weighted Advogato (6,541 users and 51,127 trust
statements).

Convergence of whole TrustScore process is assumed if
the difference between 2 consecutive states is acceptably
small, i.e. 4.10−8 or lower.

3.2. Result and Discussion

Consequently, the result in Fig. 1 reveals that the dis-
tribution of TrustScore comply Gaussian distribution pat-
terns. It can be seen that highest density of nodes is ob-
tained in (0.150; 0.175].

Figure 1: TrustScore distribution on simulated trust net-
work in different size

Judging from statistics data in Fig. 1 on Advogato,
Gaussian distribution remains and 1,842 nodes out of
6,541 nodes (28.16%) have mostly trust value in interval
(0.25; 0.275].

Figure 2: (a) Convergence in different network sizes (b)
Convergence in restriction of number of random walkers

It follows from Fig. 2. a. that convergence in direct trust
networks with different sizes increase steadily with regard
to iterations.

In Fig. 2. b, the number of random walks was increased
to be {1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100}, re-
spectively in order to accelerate convergence by parallel
processing. Our simulation is implemented on simulated
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Watts Strogatz network mentioned in subsection 3.1 with
the network sizes 1,000 nodes. The experiment could be
concluded that population of random walkers have effect
on the convergence time. Obviously, the more random
walkers TrustScore algorithm got, the earlier convergence
it obtained. As we see, when number of random walkers
is greater than 40, more exactly, parameter of restriction
setting exceeds mean of population size then time conver-
gence is quite stable. In fact, the calculation process may
take a while, even if unlimited number of random walkers
(100 and so forth) are used.

Figure 3: Re-convergence time with 1, 5, 10, 15, 20, 25
newly added nodes

Investigation of re-convergence with dynamic structure
of topology is implemented through newly added 1, 5, 10,
15, 20 or 25 nodes with different network sizes in Fig. 3.
The question is how many time TrustScore get new stable
state after some new nodes join the network. It seems fairly
difficult to catch characteristics of re-convergence, but gen-
eral trend of re-convergence time is that the more newly
nodes join the more time we need. Even size of network is
different, but extra time for re-convergence corresponding
number of newly added nodes seem slightly in parity. A
trivial result is recognized that topology shape of network
might have an effect on convergence rate beyond network
size.

Our results of trust simulation were shown that
TrustScore is sound and feasible. In future articles, the au-
thors will take content into account for investigating influ-
ence of user-generated content on social network to trust.

4. Conclusion and Outlook

A fully decentralised concept to calculate global trust in
an OSN was introduced. It is based on the evaluation of
the predictability of user activities and uses random walk-
ers for all communication and calculation processes. After
a short startup time, trust values can be derived for every
user, even when the information available on a particular
user (e.g. when the user just joined the network) is sparse.
In such a manner, the concept may contribute to endeav-
ours to make online trading more safe. First experiments

have been conducted and proved the practicability of the
new concept.
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