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Abstract— In machine learning and deep learning, a huge
amount of data is required for training. The image gen-
eration model GAN exists as a method to supplement the
huge amount of training data. Data Augmentation is one
of the methods to increase the number of data. It has been
shown that the application of Data Augmentation to GANs
can improve the performance of the GANs. This research
proposes a method to apply Data Augmentation to Cycle-
GAN, which uses two GANs, and the effectiveness of the
method on the model is verified.

1. Introduction

Deep Learning uses multi-layered neural networks to
learn the features in the data step by step. This technology
has been actively studied not only in the field of data recog-
nition such as image recognition and speech recognition, but
also in the field of data generation and transformation. Re-
cently, Generative Adversarial Networks (GANs)[1] have
attracted much attention as a generative model. GAN
consists of two networks, Generator and Discriminator,
where Generator generates data and Discriminator deter-
mines whether the input data is generated by Generator or
not. The data generated by GAN can be used to supple-
ment the data needed in the machine learning field. One
of derivative models of GANs is CycleGAN[2], which en-
ables the transformation between different image groups.
CycleGAN consists of two GAN networks, each of which
has a Generator and a Discriminator. Data Augmentation
(DA)[3] is one of the methods to compensate for the lack
of data. DA is a technique for processing an image without
destroying the original meaning of the image. It has been
shown that applying this DA to GANs improves the perfor-
mance of the GANs. In this research, we apply DA, which
has been effective for GAN, to CycleGAN. By applying DA
to training data for CycleGAN, it is possible to train models
with a small amount of training data. Numerical experi-
ments will be conducted to evaluate the effectiveness of our
method.
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Figure 1: Overview chart of GAN.

2. GAN

Generative Adversarial Networks (GAN)[1] is a model
for estimating the probability distribution pdata of arbitrary
data. An overview diagram of GAN is shown in Fig.1.

GAN is composed of two networks, Generator and Dis-
criminator. Generator takes as input a noise vector z sam-
pled from a probability distribution pz , and outputs data.
This output is denoted as G(z). The Discriminator takes as
input the data x sampled from the probability distribution
of the training data and the output G(z) from the Generator
and the output represents the probability that the input data
belongs to pdata. This output is denoted as D(・) and the
output range is [0,1]. The purpose of the Generator is to
generate data such that the Discriminator identifies the out-
put from the Generator, G(z), as data sampled from pdata.
The purpose of the Discriminator is to correctly identify
whether the input is data sampled from pdata or data gener-
ated by the Generator. The evaluation function of GAN is
shown in Eq. (1).

V(G,D) = min
G

max
D

(G,D)

= Ex∼pdata [log(D(x))] + Ez∼pz [1 − log(D(G(z)))]
(1)

The Generator learns to minimize the evaluation func-
tion, and the Discriminator learns to maximize the evalua-
tion function. Where E denotes the expected value for the
random variable.

3. CycleGAN

CycleGAN[2] is a model that does not use paired data but
learns the relationship between two domains. An overview
diagram of CycleGAN is shown in Fig.2.
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Figure 2: Overview chart of CycleGAN.

CycleGAN consists of two GANs. Two Generators are
used to convert between domains, and two Discriminators
are used to discriminate between domains. Let the two do-
mains be X and Y , and the Generator GX→Y (respectively,
GY→X) transforms data from the Domain X to Y (respec-
tively, from X to Y). The Discriminator DX (respectively,
DY ) identifies whether the data are sampled from the Do-
main X (respectively, Y) or transformed by the Generator
GY→X (respectively, GX→Y ). The evaluation function of
CycleGAN is shown in Eq.(2).

min
GXtoY ,GYtoX

max
DX ,DY

(GXtoY ,GYtoX ,DX ,DY )

= Ladv(GXtoY ,DY , X,Y)

+ Ladv(GYtoX ,DX , X,Y)

+ λLcyc(GXtoY ,GYtoX , X,Y)

(2)

Adversarial Loss Ladv is an evaluation function used in
GAN. It is used to express the distance between probability
distributions. Since CycleGAN consists of two GANs, two
types of Ladv are used, described by

Ladv(GXtoY ,DY , X,Y)

= Ey∼pdata(y)[log(DY (y))]

+ Ex∼pdata(x)[1 − log(DY (GXtoY (x)))]

(3)

Ladv(GYtoX ,DX , X,Y)

= Ex∼pdata(x)[log(DX(x))]

+ Ey∼pdata(y)[1 − log(DX(GYtoX(y)))]

(4)

One of the major features of CycleGAN is Cycle Consis-
tency Loss Lcyc. Since the generators are inverse func-
tions to each other, the original data is recovered by
passing the input data through two Generators. That is
GYtoX(GXtoY (x)) ≈ x, and GXtoY (GYtoX(y)) ≈ y. We take the
L1 norm of the input and the restored output, which is called
Cycle Consistency Loss. No pair data is needed to recover
the input data, and the correct recovery of the input data
implies that the mapping between the two domains is cor-
rect. In other words, CycleGAN can learn the relationship
between domains by unsupervised learning without using
pair data. The is Lcyc described by

Lcyc(GXtoY ,GYtoX , X,Y)
= Ey∼pdata(y)[||GXtoY (GYtoX(y)) − y||]
+ Ex∼pdata(x)[||GYtoX(GXtoY (x)) − x||]

(5)

Figure 3: Overview chart of Method 1.

4. Proposed Method

We propose two methods for applying Data Augmenta-
tion to Cycle GAN.

4.1. Apply Data Augmentation to the network (Method1)

We propose an image generation model by applying DA
to the network of Cycle GAN. An overview diagram of the
proposed model is shown in Fig.3.
CycleGAN consists of two GANs: two Generators, which
perform the transformation between domains, and two Dis-
criminators, which perform the identification in each do-
main. Let us consider the cases where DA is applied to
CycleGAN. Let the processing of DA be T (·). The real
image is the data sampled from the Domain X or Y , and
the fake image is the data generated from the Generator
GX→Y or GY→X . T (x) or T (y) represents the real image data
applied DA. Also, T (GX→Y (x)) or T (GY→X(x)) represents
the fake image data applied DA. Therefore, four applicable
locations to the DA processing exist in CycleGAN, and the
number of the combinations is 24 = 16.

4.2. Apply Data Augmentation to the Training data
set(Method2)

By applying DA to the training dataset, we propose a
method to train models under the situation where the num-
ber of training data is limited. The extended dataset by DA
is shown in Fig. 4. First, we extract n data from the original
training dataset. Next, we apply m types of DA to the ex-
tracted n data. Then, (M + 1)N data can be prepared as the
extended dataset. Using this method, the original dataset
can be extended depending on the number of types of DA
applied.

In this research, DA is applied to each segmented data and
the experiments are conducted to verify each effect during
data expansion. DA method for segmented data is shown
in Fig. 5. As shown in Fig. 5, the original data set of 1000
is divided into five datasets, and a new dataset is created by
applying one type of DA to each of them.
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Figure 4: The extended datasets (Method 2)

Figure 5: The separated datasets (Method 2)

5. Experiments and Evaluation

Experiments on the dataset hose2zebra are performed in
order to validate the effectiveness of the proposed methods.
The dataset used in the experiments consists of 2 domains,
horse and zebra. For the evaluation of the generated im-
ages, we use the Frèchet Inception Distance(FID)[4]. The
distance between the probability distributions of the sample
images and the generated images is used to evaluate how
close the probability distribution mapped by the Generator
is to the true probability distribution of the sample images.
FID is described by Eq.(6).

∥m − mw∥22 + Tr(C +Cw − 2(CCw)
1
2 ) (6)

m and mw are the mean of the feature vectors obtained from
the sample and generated image groups, and C and Cw are
the covariance matrix. The evaluation is better if the FID
value approaches to 0.

5.1. Method 1

We applied grayscale’s DA to four locations in the net-
work of CycleGAN described in Method 1. The images
generated by changing the ratio to apply DA are shown in

Figure 6: Generated images by grayscale for application
ratio.

Fig. 6, and the FID results for the generated images are
shown　 in Table 1.
It can be confirmed that the influence of DA is widely
reflected in the generated images when the ratio of DA is
gradually increased. The appropriate ratio of DA can reduce
the influence of DA to the generated images. As shown in
Fig. 5, transformation between each domain is performed
well if the ratio of DA is among 10% and 60%. However,
the generated images are strongly affected by DA if the
ratio is higher than 70%. We also confirmed that domain
conversion may not be performed in some cases.

Table 1: Results for appication ratio
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

16.31 13.62 14.62 16.12 14.52 17.62 26.78 33.42 39.7 120.63 126.01

Table 1 shows the FID values as the ratio to apply DA
varies from 0% to 100%. Adjusting the ratio appropriately,
the evaluation values of the generated images become better
and the performance can be improved

5.2. Method 2

CycleGAN training was performed on multiple DA train-
ing datasets. Table 2 shows the numerical results evaluated
by FID. In Table 2, ”1” is the result for using the original
dataset only. As the dataset number increases, the number
of types of DA applied increases. For example, the dataset
number ”3” with 100 data means that 100 original data is
used, and 100+100 data is added by using TranslationY and
TranslationX.

Table 2: Results of sequential addition of multiple DAs
Data Augmentation 1000 500 250 200 100

1 Original 16.30 20.77 28.89 32.42 38.13
2 TranslationY - 18.58 22.48 25.39 22.91
3 TransltaionX - 15.20 19.52 22.41 27.49
4 TranslationX&TranslationY - 14.60 20.47 22.07 30.16
5 Blueness - 12.93 16.45 20.53 24.83
6 Grayscale - 13.16 17.82 18.80 23.32
7 Noise - 10.30 16.43 20.01 26.73
8 Hue Change - 12.45 15.76 19.45 26.88

In Table 2, all the results with DA shows better performance
than those without DA. From these results, it was confirmed
through the experiments that the application of DA to Cy-
cleGAN enables data extension in an environment with a
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Figure 7: Applied data augmentation methods

limited number of data. However, it is found that even if the
number of types of DA applied is increased cumulatively,
the performance improvement reaches a ceiling, and there
are cases where the performance deteriorates instead. We
should verify the performance by the order and combina-
tions to apply DA, in more detail.

Next, we show the results in which one type of DA was
applied to the original data sets separated into five. The
number of original data used is 200. Figure 7 shows the
applied DA.
Mask(10%) and Mask(20%) are the processes to add a mask
of 10% and 20% to the original data, respectively. Center-
Clop(90%) and CenterClop(80%) are the processes to crop
90% and 80% of the image from the center, respectively.

Table 3 shows the evaluation results applied the each
separated data to one type of DA.

Table 3: Results of applying one type of DA to the separated
datasets

Data Augmentation 1 2 3 4 5
1 Original 30.59 24.96 26.05 29.23 30.52
2 TranslationY 23.50 25.27 24.13 25.82 25.75
3 TranslationX 23.24 24.78 21.02 22.13 23.08
4 TranslationX&TranslationY 25.26 25.12 20.30 21.95 23.95
5 Blueness 24.48 25.12 23.45 21.76 22.23
6 Grayscale 20.93 22.40 21.29 19.94 22.88
7 Noise 27.66 26.96 25.53 29.64 26.30
8 Hue Change 25.23 25.67 23.39 23.84 25.22
9 Brightness 22.78 21.70 22.55 22.68 24.05
10 Contrast 21.14 20.91 21.05 21.05 21.82
11 Sturation 23.64 25.41 21.08 24.46 23.40
12 Darkness 47.93 49.50 37.04 47.17 41.24
13 Mask(10%) 21.40 23.74 22.76 22.20 22.22
14 Mask(20%) 25.45 24.15 22.49 22.39 24.18
15 CenterClop(90%) 24.96 26.73 24.61 23.48 25.39
16 CenterClop(80%) 24.97 25.79 23.08 24.49 27.51

From Table 3, we confirmed that there is variation in each
separated data. For dataset 2, the performance for the data
with DA is worse than that for the original data. Not that the
results tended to be better when DAs that change the color
tones, such as Brightness, Contrast, and Saturation, were
applied. We should verify the performance for the types of
the applied DA and theire combinations, in more detail.

6. Conclusion

In this research, we proposed two methods to apply Data
Augmentation, which has been effective for GAN, to Cy-
cleGAN. In Method 1, we applied DA to the network and
investigated the effect of DA on the applicable locations.
We also confirmed the effectiveness of learning the model
by adjusting the ratio of applying DA. In Method 2, we
proposed a method of adding a training dataset based on
the data expansion method. By supplementing the training
data with Data Augmentation, we were able to demonstrate
the stability of learning on a limited number of data. Fu-
ture issues to be addressed are the selection of DAs to be
used based on the results of this research. In addition, it is
necessary to consider the order of the DAs to be applied.
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