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Multi-agent Reinforcement Learning (MARL) has
proven to be a powerful approach for training agents
to perform a wide range of tasks [1]. However, tra-
ditional MARL methods rely on trial-and-error learn-
ing, which can be slow, costly, and can cause dam-
age to the robots when applied to real-world sys-
tems, especially during learning stages. On the other
hand, Model-Based Multi-agent Reinforcement Learn-
ing (MBMARL) uses a model of the environment to
generate predictions and plan actions, which can sig-
nificantly speed up the learning process [2]. This
model-generated data can reduce the cost of training
considerably, which is particularly helpful in robotic
applications.

While the model free MARL domain has been
widely studied, MBMARL remains largely unexplored.
However, we argue that MBMARL could provide
higher data efficiency, and would be safer to train when
compared to model free MARL. At the same time, us-
ing data-driven modelling techniques does not require
any domain knowledge. All these points make these
types of methods extremely promising in robotics for
the development of control and planning systems.

MBMARL has not been studied in detail with only
a limited number of works in the literature [3]. These
works can be divided into three broad categories: i)
Dyna-style, ii) Dreamer style, and iii) Planning over a
learned model. In the first class of methods, both a
model and an optimal solution are learnt using transi-
tions from real data, such is the case of MAMBPO [4].
In dreamer types models [5], a model is first learnt and
then a solution is trained using only these imaginary
transitions, such is the case of M3-UCRL [6]. In the
second class of methods, a model is learned, and then
it is used to plan for optimal actions. This is similar
to what is done in Model Predictive Control (MPC)
formulations [7].

One of the main issues in MARL is non-stationary
[1]. As agents learn, their policies change, but these
changes generate differences between the expectations
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individual agents have about the behaviour of other
agents in the team. These issues will translate to MB-
MARL and the generated models. As agents learn
their behaviour changes, which changes the models.
We believe that utilising shared ensemble models can
help reduce these non-stationarities [8].

The other main issue in MBMARL is the need for
accurate models. In robotic applications, issues such
as partial observability, uncertainty, and compounding
errors can degrade the model, affecting the ability of
the agent to select the optimal action. New method-
ologies in data-driving modelling could potentially im-
prove the performance of MBMARL for robotics ap-
plications. Particularly, neural network architectures
that utilise attention mechanisms, such as transform-
ers, could improve model accuracy. These types of
models can better handle sequential data which can
enhance coordination [9].
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