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Abstract—Glial cells have known to exist in the brain.
They watch brain’s state by signal transmitting each other.
Thus, many researchers have taken notice to relationships
of glial cells and neurons.

In this paper, we propose a Multi-Layer Perceptron
(MLP) having neuro-glia network. We give biological fea-
tures of glial cells to the standard MLP. We consider that
we can obtain good performance by glial cells and neu-
rons’ having the interrelation. By computer simulations
for solving Two Spiral Problem (TSP), we confirm that the
proposed MLP having neuro-glia network gains better per-
formance than the conventional MLP.

1. Introduction

Back Propagation (BP) was introduced by Rumelhart in
1986 [1]. BP is used for learning algorithm of MLP and
the error propagates backwards in the network. However,
the solution of the network often falls into the local min-
imum, because BP uses the steepest descent method for
the learning process. In order to avoid this problem, some
methods to release the solution from the local minimum are
required.

From recent research, we came to know that glial cells
swap many kinds of ion with each other. And this work
support a brain’s systems [2][3]. Above all, it is important
to change Ca2+ density by glial cells. Changing of Ca2+

density propagates in the brain like a wave. This wave in-
fluences neurons and other glial cells then their works be-
coming to active. This phenomenon was confirmed that
blood currents of brain increased in the part of changing of
Ca2+ density. In order to realize such biological system for
the artificial neural network, we proposed a glial network
connected to MLP [4]. In this network, glial cell connected
to neighborhood glial cells and influence of glial cell prop-
agates. We showed that this network gave good influence
to MLP learning.

In this study, we propose MLP having neuro-glia net-
work. Function of watching neuron’s output is added to
glial cell based on the glial network connected to MLP.
Each glial cell makes independent random oscillation and
this oscillation propagates into the glial network. Glial cells
are watching neuron unit’s output and glial units change
amplitude of oscillation by neuron unit’s output. Glial os-
cillations are generated in this way affects neuron unit’s
threshold. We apply the proposed method to the Two-

Spiral Problem [5] and confirm the efficiency by computer
simulations.

2. Multi-Layer Perceptron with Glial Network

In this section, we explain a concept of MLP having
neuro-glia network.

2.1. Multi-Layer Perceptron

MLP is the most famous feed forward neural network.
This network is used for pattern recognition, pattern clas-
sification, and other tasks. MLP has some layers, it has
mainly input layer, hidden layer, and output layer. Gener-
ally, it is known that MLP can solve a more difficult task
if the number of layer or neuron is increased. We consider
MLP which is composed of four layers (one input layer,
two hidden layers and one output layer), and MLP has the
glial network in the second layer of the hidden layer. The
proposed MLP having neuro-glia network structure (con-
nected 2-20-40-1) is shown in Fig. 1.
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Figure 1: MLP with glial network.

2.2. Neuron Updating Rule

The updating rule of neurons in the input layer, the first
hidden layer and the output layer is described by Eq. (1)
which is conventional updating rule.

xi(t + 1) = f

 n∑
j=1

wi j (t)x j(t) − θi(t)

 (1)
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In the MLP having neuro-glia network, random oscillation
is added to neurons in the second hidden layer. This neu-
ron’s updating rule is following as Eq. (2).

xi(t + 1) = f

 n∑
j=1

wi j (t)x j(t) − θi(t) + αΨi(t)

 , (2)

wherex : input or output,w : weight parameter,θ : thresh-
old,Ψ : oscillation of glial network,α : amplitude of noise
and f : output function. And we use sigmoid for the output
function as Eq. (3).

f (a) =
1

1+ e−a
(3)

2.3. Generating Oscillation by MLP with Glial Net-
work

In the biological neural network, it is known that the
glial cells affect to the neighbor neurons over a wide range
by propagating in the network [6]. We considered that the
glial network gives good influence to learning of neural net-
works. We proposed glial network connected to MLP [4]
as shown Eq. 4.

Ψi(t) =

m∑
k=−m

β|k|ψi+k(t − |k|), (4)

whereψ : uniformed random noise,β : attenuation param-
eter andk : the propagating range in the glial network.

2.4. Generating Oscillation by MLP Having Neuro-
Glia Network

In the glial network has function of Eq. 4. Moreover, we
notice glial cell’s function which cool out exciting neurons
[3]. In order to realize phenomena, we add random oscilla-
tion to neurons by using Eq. (5).

Ψi(t) =
m∑

k=−m

β|k|ψi+k(t − |k|)
{
0.5−Oi+k(t − 1)

}
, (5)

O is the second hidden layer’s neuron output. Glial cells
are watching connecting neuron’s output. They decide next
output’s amplitude byk range existing glial cells’ output
and before output of connecting neuron’s. Random oscilla-
tion produced by the uniform random function propagates
in the glial network and watching neuron’s output as shown
in Fig. 2.
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Figure 2: MLP having neuro-glia network.

3. Oscillation of Glial Network

In this section, we show that the conceptual glial net-
work. We show three kinds of generating oscillation by
glial cells.

3.1. Generating by Glial Cells

Glial cells generate uniformed random oscillation, thus
all glial cells have different oscillation. We shows that
neighborhood glial cells generate oscillation in the Fig. 3.
We mark glial output of each time with dot and we plot
moving average lines. In this figure, each moving average
line has different curve. We consider that two glial cells do
not have a relationship in this case.
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Figure 3: Uniformed random oscillation of two glial cells.

3.2. Generating by MLP with Glial Network

Figure 4 is a glial cells’ output when generating oscilla-
tions pass in the glial network. The oscillations of Fig. 4
become biased oscillation by passing in the glial network.
Moreover, moving average line of each changing oscilla-
tion become very similar curve. Because neighbor glial
cells are influenced each other by passing in the glial net-
work.
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Figure 4: Propagating random oscillation in the glial net-
work.

3.3. Generating by MLP Having Neuro-Glia Network

Figure 5 show that two kinds of oscillation using to MLP
having neuro-glia network. These oscillations are similar
to oscillation of Fig. 4. However, these vibrating positions
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are different in Fig. 5, because amplitude of oscillation is
influenced by the second hidden layer neuron in the MLP
having neuro-glia network. We consider that using MLP
having neuro-glia network can give to each neuron unit for
the adequate oscillation.
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Figure 5: Propagating random oscillation in the network.

4. Simulations

In this section, the difference in the performance of our
MLP; the MLP having neuro-glia network, the MLP with
glial network, the MLP with random noise and the conven-
tional MLP is compared. We confirm that the MLP having
neuro-glia network is better result than others and our MLP
can solve high nonlinear problem.

We apply the proposed network for solving TSP [5].
MLP learns to each point of two spirals and MLP learns
by using the standard BP algorithm.

Figure 6: Two-spiral problem.

4.1. Simulation Results

We use four types of MLP structures for comparison
as follows, MLP having neuro-glia network, glial network
connected to MLP, MLP adding random noise and conven-
tional MLP. In the network of MLP adding random noise,
the uniform random noise is added to the threshold of the
neurons in the second hidden layer. The error function is
defined as Eq. (6).{

True : |ti −Oi | <= 0.2
False: |ti −Oi | > 0.2

(6)

E =
∑

(False)
N

, (7)

whereN denotes the number of learning point.

4.1.1. Learning 98 Points

We prepare 98 data of two spirals. The number of
learning points is fixed as 500000. We use propagating
rangem = 5, attenuation parameterβ = 0.8 and learning
coefficientη = 0.05.

Table 1 shows simulation result of each MLP learn to
98 points. “Err= 0%” means the number of times which
has memorized all the points. “Err< 10%” means the num-
ber ofFalseis lower 10%. “AVG of Err” means each MLP
learn the average of an error when each MLP finishes learn-
ing.

From this table, we can see that the MLP having neuro-
glia network shows the highest result of all conditions. In
this result, we consider that MLP MLP having neuro-glia
network effective in the learning of two-spiral.

Table 1: Changing average of error as learning to 98 points
by using each MLP

Err = 0% Err < 10% AVG

Neuro-Glia 60% 83% 4.9%
Glial Network 35% 70% 8.4%
Random Noise 30% 75% 9.3%
Conventional 45% 80% 7.6%

Figure 7 is typical result of learning 98 points. In this
result, MLP having neuro-glia network is hardly influ-
enced by local minima. MLP having neuro-glia network
and MLP with glial network are better than the conven-
tional MLP and the MLP with random noise. Moreover,
MLP having neuro-glia network is the fastest converging
of learning to two-spiral.
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Figure 7: Error curve by four MLP networks for 98 points.

4.1.2. Learning 130 Points

We prepare 130 data of two spirals. The number of
learning points is fixed as 500000. We use propagating
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rangem = 5, attenuation parameterβ = 0.8 and learning
coefficientη = 0.05.

Table 2 shows result of each MLP learn to 130 points.
MLP having neuro-glia network shows the highest percent-
age for all conditions. We can get a good result in the 98
points learning. However, we can see that clearly MLP
having neuro-glia network is competitive solving high non-
linear problem in this result. We consider that this perfor-
mance which finds nearly optimal solution is one of impor-
tant characteristics for solving high nonlinear problems.

Table 2: Performance of learning to 130 points by using
each MLP

Err = 0% Err < 10% AVG

Neuro-Glia 27% 60% 13%
Glial Network 3.3% 30% 24%
Random Noise 0.0% 20% 26%
Conventional 6.7% 17% 29%

Figure 8 is typical result of learning 130 points. MLP
with glial network, MLP adding random noise and conven-
tional MLP are fall into the local minimum at about 250000
learning point. However MLP having neuro-glia network
escape out from the local minima. In this figure, we can
see learning convergence of MLP MLP having neuro-glia
network is very fast.
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Figure 8: Error curve by four MLP networks for 130 points.

4.2. Classification of Two Spirals

In this section, MLP having neuro-glia network classi-
fies the two spirals. The MLP having neuro-glia network
learns to two spiral points. After learning, we puts points
(0.1 ≤ x ≤ 0.9,0.1 ≤ y ≤ 0.9) changing little by little
in MLP’s input layer. Figure 9 show the simulation result.
In this case, all the learning point is memorized at 500000
learning points. When MLP’s output is nearer 1, this point
is classified to red spiral. And when MLP’s output is nearer
0, this point is classified to blue spiral. This result shows
that the MLP having neuro-glia network can solve TSP.
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Figure 9: Classification of two spirals by MLP having
neuro-glia network.

5. Conclusions

In our study, we have proposed MLP having neuro-glia
network. This network gave random oscillations to the
second hidden layer’s neuron. The amplitude of oscilla-
tion changes by neuron’s output and this random oscilla-
tion propagates to other neurons. We confirmed that MLP
having neuro-glia network gains better performance than
the glial network connected to MLP, MLP adding random
noise and the conventional for solving TSP.
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