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Abstract—Machine learning methods have been ap-
plied for autonomous mobile robot navigation. Despite the
achievement of the methods, their learning cost is the most
significant remaining problem. We propose a mental sim-
ulation framework on reservoir computing to perform ef-
ficient learning and action planning. Mental simulation is
a process that simulates the interaction between the model
and the environment. Reservoir computing is appropriate
for mental simulation because it can process complex time
series efficiently. In this research, we implemented action
planning with mental simulation on reservoir computing,
and we confirmed that the robot could reach the target point
by the planning.

1. Introduction

Autonomous control is a widely researched technology
that performs various tasks without external direct control.
Recently, deep neural network and reinforcement learning
have been applied to the autonomous mobile robot control
[9]. These machine learning methods enable to construct
control model with only setting a reward corresponding to
the success or failure of each task. However, it requires
many data. Two reasons cause this problem: deep neu-
ral networks need to optimize many parameters, and rein-
forcement learning requires many trials to obtain enough
samples of a task.

A reservoir computing model with reinforcement learn-
ing has been proposed [3][8]. Reservoir computing can
process complex time series with only learning relatively
few parameters by using complex dynamics of randomly
connected recurrent networks [4]. Antonelo et al. have
proposed a navigation model for mobile robots based on
reservoir computing and reinforcement learning [1], and
the model performs navigation tasks with relatively few
sensors and parameters.

We propose a mental simulation framework for reservoir
computing. Mental simulation is to simulate the interac-
tion between the model and the environment [2]. Mental
simulation can perform the action planning and learning
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by using the simulated experience. The reservoir comput-
ing model is appropriate for mental simulation because it
can reconstruct complex novel information from its inter-
nal dynamics. Moreover, its physical implementation en-
ables high-speed computation with high power efficiency,
which is helpful for mental simulation. In the following
sections, we show that the mental simulation performs ac-
tion planning on the autonomous mobile robot navigation
task.

2. Model and Experiments

We use the mobile robot used by Inada et al. [3] with
some extensions. The robot observes distance to object,
self-location, and self-direction. The robot sequentially se-
lects one of three possible actions: turning left, turning
right, and moving forward. The mobile robot is controlled
by the predictive coding with reservoir computing model
[5] shown in Figure 1. Predictive coding is the computa-
tional model that updates its internal state while predicting
the sensory information [6].
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Figure 1: Reservoir computing model for autonomous con-
trol. The model is composed of six parts: dynamical reser-
voir, sensory information d, prediction y of the sensory
information, prediction error e, action value q, and next
action vector a.

The model receives sensory information d(n) which is
composed of three components: distance between the robot
and obstacles for each direction v ∈ R32, self-location en-
coded in place cell representation v(PC) ∈ R11×11, self-
direction encoded in head direction cell representation
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v(HD) ∈ R12, and reward R ∈ R. The place cell repre-
sentation v(PC) corresponding to the self-location (x, y) is
determined as following equation:

v(PC)
i = exp

− (x − xi)2 + (y − yi)2

σ2
pc

, (1)

where (xi, yi) denote the center of the receptive field of ith
place cell, and σ2

pc denotes width of receptive field. The
head direction cell representation v(HD) corresponding to
the self-direction θ is determined as following equation:

v(HD)
i = exp

− (θ − θi)2

σ2
hd

, (2)

where θi denotes the center of the receptive field of ith head
direction cell, and σ2

hd denotes width of receptive field. The
model generate the prediction y(n) of the sensory informa-
tion d(n) from the firing rate r(n) of the reservoir neurons
as following equation:

y(n) = W (S ensor)
out r(n). (3)

The model simultaneously generates the action value q(n)
from the firing rate r(n), and select next action a(n + 1)
based on ε-greedy policy; the model selects action whose
value is maximum, and selects other action with probability
ε. The q(n) is determined by the following equation:

q(n) = W (Action,1)
out r(n) +W (Action,2)

out y(n) + s(n), (4)

where s(n) denotes the context vector generated by the ac-
tion planning process. The model updates its internal state
m(n) as following equations:

I(n) = Wrr(n− 1)+Wby(n− 1)+ αeWee(n− 1)+Waa(n),
(5)

m(n) =m(n − 1) +
∆t
τ

(−m(n − 1) + I(n)) , (6)

r(n) = tanh (m(n)), (7)

where I(n) denotes the sum of input for the reservoir neu-
rons. The ∆t denotes the unit time, and τ denotes the
time constant of reservoir neurons. The vector a(n) =
(a1, a2, a3)T ∈ R3 is the one-hot vector whose component
ai(n)|i=a(n) = 1 and other components ai(n)|i,a(n) = 0. The
connection matrices Wb, We and Wa are randomly initial-
ized with connecting strength αb, αe, αa, and connecting
rate βb, βe, βa, respectively. The spectral radius of Wr is set
to αr. The connecting rate of Wr is set to βr. The prediction
error e(n) is determined as following equation:

e(n) = d(n) − y(n). (8)

The readout connection W (S ensor)
out is trained by FORCE

algorithm [7] as following equations:

P(n + 1) = P(n) −
P(n)r(n)rT (n)PT (n)
1 + rT (n)P(n)r(n)

, (9)

W (S ensor)
out (n + 1) = W (S ensor)

out (n) + e(n)(P(n)r(n))T , (10)

where P denotes the inverse correlation matrix of firing rate
r(n), and it is initially set to the identity matrix. The read-
out connection W (Action,1)

out and W (Action,2)
out are trained by rein-

forcement learning which is formulated as following:

δ(n) = R(n + 1) + γmax
a

qa(n + 1) − qa(n)(n), (11)

W (Action,1)
out,a(n) (n + 1) = W (Action,1)

out,a(n) (n) + ηδ(n)P(n)r(n), (12)

W (Action,2)
out,a(n) (n + 1) = W (Action,2)

out,a(n) (n) + ηδ(n)y(n), (13)

where δ(n) denotes the temporal difference error of action
value. The W (Action,1)

out,a(n) denotes a(n)th row component of

W (Action,1)
out , and W (Action,2)

out,a(n) denotes a(n)th row component of

W (Action,2)
out . The γ denotes the discount rate of the action

value. The η is the learning rate. This formulation is based
on the previous research [3][8], but we use P(n)r(n) instead
of r(n).

The schematic of mental simulation is shown in Figure
2. The model learns on the real environment (bottom side
of Figure 2), and the model searches for optimal action se-
quence using the simulated environment on mental simula-
tion (upper side of Figure 2). The mental simulation pro-
cess is performed by setting αe to 0. The model does not
receive the prediction error feedback and reconstructs sen-
sory information using its internal dynamics while αe = 0
based on the equation (5).

The search for the optimal context is achieved by the
Nelder-Mead method, which finds the minimal value of an
objective function in multidimensional space. We set the
five parameters as the arguments of the objective function:
the initial time step of adding the context N ∈ N, the pe-
riod of adding context T ∈ N, and the adding value s ∈ R3.
The context is evaluated based on the Euclidian distance
between the target position of action planning and the de-
coded position of the predicted place cell representation.
This distance is used as the objective function of this op-
timization. We decode the position (x̂, ŷ) from place cell
representation as following equation [10]:

x̂ =
∑

i v̂(PC)
i xi∑

i v̂(PC)
i

, ŷ =
∑

i v̂(PC)
i yi∑

i v̂(PC)
i

, (14)

where v̂(PC)
i denotes the predicted place cell value. The con-

text sequence is optimized by applying these processes 10
times. Figure 3 shows the schematic of the action value
sequence with optimized context. We compare five op-
timized context sequences by the nearest distance in the
mental simulation, and the context sequence whose score
is the best is used.

In the experiments, the following parameters are used:
Nx = 500, τ = 8 (s), ∆t = 0.2 (s), αr = 0.9, αb = 0.1,
αe = 0.1, αa = 1.0, βr = βb = βe = βa = 0.1, η = 0.001,
γ = 0.95, σpc = 90 (mm), σhd = π/4 (rad). The model is
trained to predict sensory signal and avoid collision during
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training. The reward corresponds to the collision; the nega-
tive reward −10 is given when the robot clashes. While the
robot moves, the negative reward −0.01 is given when the
robot turns, and the positive reward 0.1 is given when the
robot moves forward. The parameter ε is set to 0.1. In the
testing process, the model’s parameter is not configured.
The parameter ε is set to 0. The maximum time step is set
to 1000 steps in the training process and 150 in the testing
process.
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Figure 2: Schematic of mental simulation. The dashed
black arrows represent the interaction between the model
and the environment. The solid blue arrows represent
the trajectories of the robot on real episode. The dashed
blue lines represent trajectories of the robot on simulated
episode.
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Figure 3: Schematic of action value modification. The
solid lines represent the original action value. The dashed
lines represent the action value added by planning process.

3. Results

Figure 4 shows the time step that the robot moves with
avoiding collision for each episode. The blue dots with
line represent the mean time step of 10 samples. The verti-
cal gray line represents the standard deviation of time step.
This result indicate that the robot can keep moving while
avoiding collision by learning.
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Figure 4: Time steps while the robot avoid collision. The
blue line with dots represents mean time step. The gray
vertical bar represents standard deviation.

Figure 5 shows the environment and the robot’s trajec-
tories. The solid black lines represent obstacles and walls.
The blue lines represent the trajectory when the robot’s ini-
tial direction is upper. The red lines represent the trajec-
tory when the robot’s initial direction is right. The solid
blue and red lines represent the robot’s trajectories without
planning. The dashed lines represent the robot’s trajecto-
ries with planning. The square mark represents the initial
point of the robot. The star mark represents the target point
of planning. Figure 5 shows that the robot successfully
reaches the target point by planning (dashed lines in Fig-
ure 5). The robot does not reach the target point without
planning (solid lines in Figure 5).

4. Conclusion

We proposed the mental simulation framework that per-
forms the action planning on a mobile robot navigation task
with the reservoir-based reinforcement learning model.
The model performs action planning so that the robot can
reach a target point without specific training for this target.

The mental simulation in the present model has two
functions. The first function is to simulate the sequence of
actions and the following robot’s trajectories in the environ-
ment. The second function is to simulate sensory informa-
tion obtained from the environment; the robot can simulate
the placement of obstacles and the relationship between ob-
stacles and the robot’s position. The agent simulates how
the environment around the robot will change in the next
timestep from the current and previous state. The second
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Figure 5: Trajectories of mobile robot. The blue lines rep-
resent the trajectory when the robot’s initial direction is set
to upper. The red lines represent the trajectory when the
robot’s initial direction is set to right. The solid lines repre-
sent the robot’s trajectories without planning. The dashed
lines represent the robot’s trajectories with planning.

function requires extensive computational resources; thus
reservoir computing contributes to reducing the computa-
tional cost of demanded mental simulation.

The proposed model can be applied to other reinforce-
ment learning tasks. The simulated and optimized ac-
tions contribute to efficient performance in the tasks with
the interaction between the environment and the agent.
We showed that reservoir computing can process complex
time-varying contextual information and is appropriate for
mental simulation. Also, various physical implementation
of the reservoir has been proposed. The present model
should be evaluated in those various implementations in the
future.
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