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#### Abstract

This paper is concerned with accurate matrix multiplication. First we define a form which is expressed by an unevaluated summation of some floating-point numbers in order to have many bits. We call this form 'multiple floating-point numbers'. We propose an algorithm which computes matrix multiplication on this form and outputs an accurate result by mainly using Level 3 operations in BLAS. It is easy for the proposed algorithm to implement and compute in parallel. Numerical results are also presented in order to illustrate the efficiency of the proposed method.


## 1. Introduction

This paper is concerned with accurate matrix multiplication $A \cdot B$ for $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{n \times p}$. Assume that each element of both input matrices has much significant bits than single or double precision floating-point numbers defined by IEEE 754. Our purpose is to obtain an accurate result of such matrix multiplication. Such matrix multiplication is required when we compute an inverse matrix of an ill-conditional coefficient matrix [4]. When numerical libraries supporting multi-precision floating-point arithmetic are used with this view, for example [11, 1], an accurate result can be obtained.

In our previous work [5], we defined 'the multiple floating-point numbers'. The number is represented by an unevaluated summation of usual floating-point numbers defined by IEEE 754. Therefore, it is possible for this format to have much precision. When each element in a matrix is represented by multiple floating-point numbers, we call the matrix a multiple floating-point matrix. We have developed an algorithm of computing dot products for such format by exploiting an accurate dot product algorithm [7]. This discussion can straightforwardly be extended to matrix multiplication so that we obtain an accurate result of a product of multiple floating-point matrices.

In this paper, we propose a different strategy to compute accurate matrix multiplication with multiple floating-point numbers by using mainly level 3 operation in optimized BLAS (Basic Linear Algebra Subprograms). For example,

Goto BLAS, Intel Math Kernel Library and ATLAS are well-known as the optimized BLAS. It is particularly notable in such optimized BLAS that performance of 'gemm', routines for matrix multiplication, is nearly peak. Moreover, these routines are automatically parallelized in multithreads environment. Dominant computations in the proposed method depend on such routines so that it receives much benefit from the routines in terms of the performance and the parallelization. At the end of this paper, numerical examples are shown to illustrate the efficiency of the proposed method.

## 2. Notation and multiple floating point numbers

In this section, we introduce notation and the definition of multiple floating-point numbers. All computations are performed by floating-point arithmetic defined by IEEE 754. In this paper, we use the double precision numbers and their arithmetic. Let $\mathbb{F}$ be a set of floating-point numbers and $\mathbf{u}=2^{-53}$ be unit roundoff. MATLAB notation is used to describe algorithms for readability.

A normalized double precision floating-point number defined by IEEE 754 has 53 significant bits. Let $a, b \in \mathbb{F}$ and suppose $a$ and $b$ are not overlapped each other. An unevaluated summation $a+b$ has minimally 106 bits. Generally, let $d$ be an unevaluated summation of floating-point numbers:

$$
d=\sum_{i=1}^{n} d^{(i)}, \quad d^{(i)} \in \mathbb{F}
$$

If all pairs of $d^{(i)}$ and $d^{(j)}$ are not overlapped each other and the following inequalities hold:

$$
\begin{equation*}
\mathbf{u}^{j-i}\left|a^{(i)}\right| \geq\left|a^{(j)}\right|, \quad i<j \tag{1}
\end{equation*}
$$

Then we call $d$ 'multiple floating-point numbers' ${ }^{1}$. From this definition, $d^{(1)}$ has leading 53 bits. Totally, $d$ has minimally $53 n$ bits.

[^0]| $A^{(1)}$ | $A^{(2)}$ | $A^{(3)}$ |
| :---: | :---: | :---: |
| $D^{(1)} \mid D^{(2}$ |  |  |

Figure 1: Relation of $A$ and $D$.

Remark 1 Even if we use multiple floating-point numbers, the maximum or minimum value is (almost) the same to that of a floating-point number since ranges of overflow and underflow of multiple floating-point number are the same to usual floating-point number.

## 3. Proposed method

In this section, we propose the method which computes matrix multiplication for multiple-floating-point matrices by using level 3 operation in BLAS. Let $A$ and $B$ be multiple floating-point matrices:

$$
A=\sum_{i=1}^{k} A^{(i)}, \quad B=\sum_{j=1}^{k} B^{(j)}, \quad A \in \mathbb{F}^{m \times n}, \quad B \in \mathbb{F}^{n \times p}
$$

First, we transform $A$ and $B$ to a summation of floatingpoint matrices respectively such that

$$
\begin{equation*}
D=\sum_{i=1}^{r} D^{(i)}=\sum_{i=1}^{k} A^{(i)}, \quad E=\sum_{i=1}^{s} E^{(i)}=\sum_{j=1}^{k} B^{(i)}, \tag{2}
\end{equation*}
$$

where $r, s \geq k$ (see Figure 1). If we specialize our previous work [6], then we can construct splitting algorithms in order to satisfy (2) and

$$
\begin{equation*}
f\left(D^{(i)} E^{(j)}\right)=D^{(i)} E^{(j)}, \quad 1 \leq i \leq r, \quad 1 \leq j \leq s \tag{3}
\end{equation*}
$$

Then, we can compute matrix multiplication $A \cdot B$ as follows:

$$
\begin{equation*}
A B=\sum_{i=1}^{r} D^{(i)} \sum_{j=1}^{s} E^{(j)} \tag{4}
\end{equation*}
$$

After expanding (4), it involves matrix multiplication $r s$ times. Therefore, matrix multiplication can be transformed into a unevaluated summation of $r s$ floating-point matrices without rounding errors. If we use accurate summation algorithms [7, 8, 2] after this transformation, we can obtain an arbitrary accurate result.

We denote the splitting algorithm for this purpose as follows:

Algorithm 1 Let A be a multiple floating-point matrix as

$$
A=\sum_{i=1}^{r} A^{(i)}, \quad A^{(i)} \in \mathbb{F}^{m \times n} .
$$

The following algorithm transforms $\sum A^{(i)}$ to $\sum D^{(i)}$ in order to satisfy (3). In MATLAB notations, $A^{(i)}=A\{i\}$ (cellarray is used).

```
function \(D=\) Split_A \((A)\)
    if \(\operatorname{iscell}(A)=0, \quad A=\{A\} ; \quad\) end
    \(p=\operatorname{size}(A\{1\}, 2)\);
    Aindex =1;
    \(n=\) length \((A)\);
    count \(=0\);
    while \(\operatorname{norm}(A\{1\}, \inf )=0\)
        \(\mu=\max (\operatorname{abs}(A\{1\}),[], 2)\);
        \(t=2 .^{\wedge}(\operatorname{ceil}(\log 2(\mu))+\operatorname{ceil}((53+\log 2(p)) / 2)) ;\)
        \(\sigma=\operatorname{repmat}(t, 1, p)\);
        \(D\{\) Aindex \(\}=(A\{1\}+\sigma)-\sigma ;\)
        \(A\{1\}=A\{1\}-D\{\) Aindex \(\} ;\)
        \% data compression
        if \(\bmod (\) count, 2\()==1\)
            for \(i=1: n-1\)
                \([A\{i\}, A\{i+1\}]=\operatorname{TwoSum}(A\{i\}, A\{i+1\}) ;\)
            end
        end
        Aindex \(=\) Ainde \(x+1\);
        count \(=\) count +1 ;
    end
end
```

Here TwoSum is used in Algorithm 1. The following is the detail of this algorithm:

Algorithm 2 For $a, b, x, y \in \mathbb{F}$, the following algorithm transforms $a+b$ into $x+y$ such that

$$
a+b=x+y, \quad x=f(a+b), \quad \mathbf{u}|x| \geq|y|
$$

where $y$ holds the error of $f(x+y)$ exactly.

$$
\begin{aligned}
& \text { function }[x, y]=\operatorname{TwoSum}(a, b) \\
& x=a+b ; \\
& \text { bvirt }=x-a ; \\
& \text { avirt }=x-b \text { virt; } \\
& \text { bround }=b-b v i r t ; \\
& \text { around }=a-\text { avirt; } \\
& y=\text { around }+ \text { bround; }
\end{aligned}
$$

Next we present an algorithm which transforms $\sum B^{(i)}$ to $\sum E^{(i)}$ in order to satisfy (3).

Algorithm 3 Let B be a multiple floating-point matrix as

$$
B=\sum_{i=1}^{r} B^{(i)}, \quad B^{(i)} \in \mathbb{F}^{n \times p} .
$$

The following algorithm transforms $\sum B^{(i)}$ to $\sum E^{(i)}$ in or-
der to satisfy (3).

```
function \(E=\operatorname{Split} \mathrm{B}(B)\)
    if iscell \((B)==0, \quad B=\{B\} ; \quad\) end
    \(p=\operatorname{size}(B\{1\}, 1)\);
    Bindex = 1;
    \(n=\) length \((B)\);
    count \(=0\);
    while \(\operatorname{norm}(B\{1\}\), inf \()=0\)
        \(\mu=\max (\operatorname{abs}(B\{1\}))\);
        \(t=2 . \wedge(\operatorname{ceil}(\log 2(\mu))+\operatorname{ceil}((53+\log 2(p)) / 2)) ;\)
        \(\sigma=\operatorname{repmat}(t, p, 1)\);
        \(E\{\) Bindex \(\}=(B\{1\}+\sigma)-\sigma\);
        \(B\{1\}=B\{1\}-E\{\) Binde \(x\} ;\)
        \% data compression
        if \(\bmod (\) count, 2\()==1\)
            for \(i=1: n-1\)
                \([B\{i\}, B\{i+1\}]=\operatorname{TwoSum}(B\{i+1\}, B\{i\}) ;\)
            end
        end
        Bindex \(=\) Bindex +1 ;
        count \(=\) count +1 ;
    end
end
```

The following is the proposed method of computing accurate matrix multiplication $A \cdot B$ for multiple floating-point matrices $A$ and $B$.

Algorithm 4 Let $A$ and $B$ be multiple floating-point matrices as

$$
A=\sum_{i=1}^{r} A^{(i)}, B=\sum_{j=1}^{s} B^{(i)}, A^{(i)} \in \mathbb{F}^{m \times n}, B^{(i)} \in \mathbb{F}^{n \times p} .
$$

The following algorithm computes matrix multiplication $A$. $B$.

```
function \(C=\) mul_mul \((A, B)\)
    \(D=\operatorname{Split} \mathrm{A}(A)\);
    \(E=\operatorname{Split} \mathrm{B}(B)\);
    Aindex = length \((D)\);
    Bindex \(=\) length \((E)\);
    index \(=0\);
    for \(i=1\) : Aindex
            for \(j=1\) : Bindex
            index \(=\) inde \(x+1\);
            \(G\{\) index \(\}=D\{i\} * E\{j\} ;\)
            end
    end
    \(C=\) Accrate_sum \((G)\);
end
```

In Algorithm 4, Accrate_sum $(G)$ computes the summation $\sum_{i=1}^{n} G\{i\}$ by algorithms in [9, 2, 7, 3].

The computations of matrix multiplication are dominant in our method in terms of computational costs. We just exploit the routine in optimized BLAS for such expensive computations. As another advantage, when we compute the
matrix multiplication on multi-cores environment, the code for our algorithm needs not to be changed for parallelization. We only change the constant for number of threads so that it is easy for our method to perform parallel computations on the computational environment of the symmetrical multi-processor.

Remark 2 If we implement accurate summation algorithms on MATLAB, the performance is very low due to the interpretation overhead. By using external interface, this point can be overcome.

## 4. Numerical examples

In this section, we present numerical examples to illustrate the efficiency of the proposed method. Let $A$ and $B$ be represented by multiple floating-point matrices as

$$
\begin{equation*}
A=\sum_{i=1}^{k} A^{(i)}, \quad B=\sum_{j=1}^{k} B^{(j)}, \quad A^{(i)} \in \mathbb{F}^{n \times n}, \quad B^{(j)} \in \mathbb{F}^{n \times n} . \tag{5}
\end{equation*}
$$

We check the performance of the following methods:

- MPFR [11] ${ }^{2}$
- the proposed method (Algorithm 4)

Numerical examples are tested on Ubuntu 7.10 ( 64 bit OS) with Xeon 2.5 GHz and MATLAB 2007b ${ }^{3}$. Amount of memory installed in the computer is 8 GByte. First, dimension of matrices $n$ and a number of the summation $k$ in (5) is set as $n=500,1000,2000$ and $k=2,3 \ldots, 10$, respectively. We use SumK (described in [3]) as Accrate_sum in Algorithm 4. We set a precision as $53 k$ in MPFR. Tables 1 to 3 shows the computing times for $n=500,1000,2000$, respectively with various $k$. The computing times are measured in seconds. Remark that when we implement the examples by MPFR, we should first transform multiple floating-point matrices into the form of MPFR (mpfr_t). However, the cost of this transformation is almost negligible. The notation ' - ' means that the algorithm stops due to out of memory.

It can be confirmed from these tests that the proposed method works faster. As a drawback, the proposed method requires much amount of memory. When $n=2000$ and $k \geq 6$, our method cannot work due to insufficient memory. If we set $k \geq 11, A^{(1)}=\operatorname{randn}(\mathrm{n})$ and $B^{(1)}=$ randn(n), where randn( $n$ ) returns an $n$-by- $n$ matrix containing pseudo-random values drawn from the standard normal distribution, then under flow may occur in Algorithm 4. In that case, our method may fail to output accurate result and the performance is significantly low due to treating unnormalized numbers. The routine in MPFR can work faster in such a condition.

[^1]Table 1: Elapsed time (sec) for each method $(n=500)$

| $k$ | mpfr | the proposed method | ratio |
| :---: | :---: | :---: | :---: |
| 2 | 15.5 | 2.11 | 7.34 |
| 3 | 20.4 | 3.79 | 5.38 |
| 4 | 24.1 | 7.07 | 3.40 |
| 5 | 28.8 | 9.94 | 2.89 |
| 6 | 30.3 | 13.3 | 2.27 |
| 7 | 33.9 | 17.1 | 1.98 |
| 8 | 39.8 | 22.4 | 1.77 |
| 9 | 48.9 | 28.6 | 1.71 |
| 10 | 51.2 | 34.1 | 1.50 |

Table 2: Elapsed time (sec) for each method $(n=1000)$

| $k$ | mpfr | the proposed method | ratio |
| :---: | :---: | :---: | :---: |
| 2 | 121 | 15.2 | 7.9 |
| 3 | 160 | 29.4 | 5.44 |
| 4 | 187 | 44.2 | 4.23 |
| 5 | 222 | 62.3 | 3.56 |
| 6 | 234 | 94.0 | 2.48 |
| 7 | 264 | 121 | 2.18 |
| 8 | 307 | 156 | 1.96 |
| 9 | 353 | 193 | 1.82 |
| 10 | 402 | 229 | 1.75 |

## 5. Conclusion

We proposed the algorithm which computes accurate matrix multiplication. In our algorithm, there is a drawback for amount of required working memory. Our algorithm can work faster when the range of input data is suited for multiple-floating point numbers. Moreover, it is easy to implement for parallel computing. Even if an interpreted language like MATLAB is used, our method can work fast without external interface. Therefore, our algorithm works portably.
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[^0]:    ${ }^{1}$ In some papers, it is also called non-overlapping expansion. Remark that there are some definitions for non-overlapping expansion.

[^1]:    ${ }^{2}$ There is triple loops in a program of matrix multiplication. When we make the program for matrix multiplication on MPFR, we choose the suitable order of loop in terms of computing time.
    ${ }^{3}$ We use a single thread. We implement the code for MPFR to use MATLAB's external interface (mex) and compile it by GCC 4.1.3.

