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Abstract—In this study, we propose two methods thaR. Solving for TSP by Hopfield neural network
incorporate the concept of synaptic pruning for an artificial
neural network. The synaptic pruning is that the excess Hopfield neural network is defined as the energy func-
couplings between the neurons are disconnected. The pé@n the objective function and constraints condition to
formance of the two methods are investigated when thes@lve this problem. The objective function represents that
methods are applied to the Hopfield neural network folind the shortest route, and constraints condition represents
Traveling Salesman Problem (TSP). that visit each city exactly once. The state of neurgpare
renewed to decrease the energy functiorHopfield neu-
ral network is used for solving the optimization problem.
1. Introduction Solutions are obtained by using Hopfield neural network to

nimize the energy function. For solving N-element trav-

o . mj
In recent years, the brain science has been widely studlgf’ng salesman problem by Hopfield neural netwdtkN
in various fields. It is important to study brain science fo'heurons are required

future various kinds of applications in our society. Among The energy functiorE for the TSP is described as fol-
these, we focus on the neural network. The neural netwo[ﬁNS,

N O

is calculation model which can replicate some functions o
human brain. In particular, it has been researched exten-
sively that Hopfield neural network is applied to solving AN N BN N
method for the combinatorial problems [1]-[3]. The Hop- E=3 Z(Z xij — 1% + > Z(Z Xij — 1)?
field neural network is applied to various fields such as as- i o
sociative memory [4]-[5], optimization problem [6] and so N N N
on. However, Hopfield neural network has several prob- + Z Z Z i Xij (X j+1 + X j-1)- 1)
lems. For instance, the number of couplings between neu- ik
rons is too large because Hopfield neural network is full ] ) B ] )
coupling. It makes diicult to optimize the problem. whered is the distance from cityto city k, and the scaling
We focus on the synaptic pruning, the phenomenoﬂarame_terg" B andD are positive constants.
which causes actually in the brain. Excess synapses are! N€ first term of the above formula represents that each
formed in the brain of the newborn creatures. UnneceS&ity is only visited once. The second term indicates that it
sary synapses in the process of growth are cut, and norminot p_ossible to visit more than one city at t_he same time.
neural circuit is completed. This process is called synag-"€ third term represents the energy function to find the
tic pruning, it has been demanded for the functional neurglortest of the route.
circuit. It follows that, the synaptic pruning is the process Furthermore, the Hopfield neural network has the cou-
to increase thefliciency of the neural network [7]-[8].  Plings strengths and external input given as:
In this study, we propose two methods as condition to
]Euttinﬁ] the cfouplings beftween the neurons.r:n order to coln- Wi mn = ~Adim(L = 6n) — BSn(L - Sim)
irm the performance of two proposed methods, we apply { — Dllim(Snjs1 + Onj1). @)

the proposed methods to Hopfield neural network. The first h =A+B
method is that all couplings of the selected neurons are dis- . '
connected. The second one is that certain couplings Sgneres;, is the Kronecker's delta, which is defined as:
lected by random are cut with the disconnecting rate. In

addition, we investigate Hopfield neural network with the

proposed methods for Traveling Salesman Problem (TSP), 1 (i = m),

which is known as representative applications of the Hop- Oim = { 0 (i # m). ©)
field neural network. Furthermore, we discuss the compar-

ison of the performance by the two proposed methods. The update equation for the state of neurons is given as:
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Uij = Z Wi mnXmn + hij. (4) o
mn

Y-axis

wherex;; is a sigmoid function such as:

=1t (1 tanh( i )) ) .
Xi=3 05))°
In next section, we discuss two proposed methods as con- ) o Xads -
dition to cutting couplings between the neurons. Figure 1:Disposition with 22 cities.
3. Proposed Method
In this study, we investigate the influences of Hopfield o

3000

neural network with synaptic pruning for TSP. In order to
realize synaptic pruning, we define two methods as con-
dition to cutting couplings between the neurons. The first
method is defined neuronal death method. This neuronal
death method'’s cutting conditions are described as follows:

Y-axis
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e Selecting the neurons at a constant rate at random. ) Yeaxts
Figure 2:Disposition with 48 cities.

e Cutting all couplings of the neurons which we select.

e The internal states are retained till next cutting.
4.1. 22 cities
The second method is defined random cutting method. This

random cutting method’s cutting conditions are described The simulation results of neuronal dea_lth and random cut-
as follows: ting methods when the results comparison of the shortest

distance are shown in Table 1, Fig. 3 and Table 2, Fig. 4.
e Selecting the couplings between the neurons at a cohhe parameters of Hopfield neural network are fixed\as

stant rate at random. =1,B=1andD = 41. The cutting rate is, the regular
interval isl. These results shows that the comparison of per-
¢ Cutting the couplings which we select. formance of the conventional method and that of the pro-

posed networks with 22 cities. As these simulation results,
the proposed networks are improved performance than the
fconventional network. However, comparing the two meth-
ggs, neuronal death method has a higher performance than
random cutting method.
. . On the other hand, Tables 3 and 4 represent the results by
Here, the couplings are cut at a regular interval. Thte\:N .

. X o proposed methods when the results comparison of the
length of regular interval (update of network) is set from ; : .

verage distance. By comparison with the two proposed

1. to 20. The unnecessary neurons and cquplmgs_are rﬁéthods, neuronal death method has a higher performance
cided completely random. In addition to this, we discus

the comparison of the performance by the two methods. ﬁ1an random cutting method.

e The internal states are retained till next cutting.

The difference of two methods is to cut all couplings o
the neurons which we select, or couplings are cut select
at random from among all of the couplings.

) i Table 1: The neuronal death method (shortest distance).
4. Simulation results

Proposed network (neuronal death)

In this simulation, we discuss the optimization in the Conv. | I=1|1=5|1=10|1=15|1=20
case of the disposition with 22 and 48 cities as showninr=1 | 998 | 885 | 81.8 | 84.2 | 827 | 839
Figs. 1 and 2. The number of iteration is 5000 times per r=5 | 99.8 | 83.8 | 795 | 80.6 | 79.9 | 80.6
one trial. In addition, the cutting ratés changed from1to | r=10| 99.8 | 833 | 793 | 784 | 79.7 | 794
25 %. We compare the shortest and the average distances=15| 99.8 | 79.7 | 79.2 | 79.1 | 79.1 | 804
We simulated ten times of trials with fiiérent initial val- | r=20| 99.8 | 80.1 | 796 | 79.6 | 79.8 | 793
ues. The optimal solutions of the problems are known gsf =25 | 99.8 | 80.1 | 80.8 | 80.4 | 81.0 | 817
75.7 and 33523.7.
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Table 2: The random cutting method (shortest distance). Table 3: The neuronal death method (average distance).

Proposed network (random cutting) Proposed network (neuronal death)
Conv. | I=1|1=5|1=10|1=15|1=20 Conv. | I =1 I=5 [ 1=10|1=15| 1=20
r=1 | 1085 | 83.2 | 929 | 100.0 | 98.5 100.1 r=1 | 105.1| 95.1 91.2 95.2 91.1 94.0
r=5 108.5| 81.8 | 80.2 84.3 83.3 85.9 r=5 105.1| 92.0 89.7 93.0 92.1 92.1
r=10| 1085| 85.8 | 79.9 79.8 80.4 80.6 r=10 | 105.1| 93.0 94.5 93.8 95.1 94.9
r=15| 108.5| 90.0 | 81.7 81.4 81.2 81.7 r=15 1| 105.1 | 101.8| 98.8 99.4 99.6 99.7
r=20| 1085| 924 | 825 81.7 82.4 82.8 r=201| 105.1| 1129 | 105.6 | 106.9 | 106.9 | 106.1
r=251| 1085| 96.4 | 85.7 | 829 84.2 84.6 r=251| 105.1| 113.9| 114.7| 112.7 | 1125 | 1135
105 Table 4: The random cutting method (average distance).
——l=1
100 % —=-1=5 Proposed network (random cutting)
o5 _:12 Conv. | I=1 I=5 [ 1=10|1=15| 1=20
§ 20 r=1 112.8 | 95.6 | 103.4| 108.2 | 109.1 | 112.3
g 90 r=5 | 112.8 | 110.2| 95.8 98.6 99.6 103.2
[=]

r=10| 112.8 | 123.9| 104.0 | 100.7 | 100.3 | 100.2
r=15| 112.8 | 132.9| 113.3| 110.0 | 106.3 | 107.6
80 e 3;:-—:3—/4 r=20| 112.8 | 141.3| 121.7| 116.2 | 113.7 | 111.6
r=25| 112.8 | 148.9| 127.5| 120.7 | 118.3 | 117.3

85

75

Cutting rate

Figure 3: Comparison of performance between the neuronal Table 5: The neuronal death method (shortest distance).
death and the conventional methods.

Proposed network (neuronal death)

Conv. =1 =5 1=10 | 1=15 | I1=20
r=1 | 46006.2| 45357.3| 43012.7| 42806.0| 42895.0| 42464.4
r=>5 | 46006.2| 44887.8| 40519.0| 40445.9| 40200.7| 41385.9

110
*¥

——1=1 r=10 | 46006.2| 44083.7| 40090.9| 40210.4| 40518.1| 40719.2

105 —=-1=5 r=15| 46006.2| 45217.0| 40844.6| 40727.4| 40821.3| 40146.2
1=10 r=20| 46006.2| 44850.5| 41440.4| 41267.0| 41007.6| 40552.7

1% ——I=15 r=25| 46006.2| 45456.6| 41961.0| 41938.2| 41156.6| 41604.6

1=20
95

Distance

90

Table 6: The random cutting method (shortest distance).

85 3
S ;e%( Proposed network (random cutting)
80 M e | Conv. | I=1 I=5 | 1=10 | 1=15 | 1=20
0 5 10 15 20 25

50060.7| 40718.4| 44712.5| 43932.3| 45450.0| 45413.4
50060.7| 51761.2| 43082.1| 44004.5| 43235.3| 43420.3
Figure 4:Comparison of performance between the random cuf-" =10 | 50060.7] 59129.9| 46349.9| 45832.5| 45694.6| 46001.2
fing and the conventional methods, r = 15 | 50060.7| 63547.2| 49307.5| 47719.9| 47637.4| 48272.4
r =20 | 50060.7| 71495.7| 51175.3| 47608.1| 47530.9| 47942.9
r =251 50060.7| 77058.8| 53384.5| 47773.5| 46852.9| 47580.6

Il
gl -

==

Cutting rate

4.2. 48 cities

Next, we explain the results of 48 cities. The simulaHowever, the results of random cutting method does not
tion results of neuronal death method and random cuttirighnprove performance. In consequence, the performance
method with shortest distance are shown in Table 5, Fig. & neuronal death method is better than random cutting
and Table 6, Fig. 6. The parameters of Hopfield neural nemethod.
work are fixed a®\ = 1,B =1 andD = 100. These results  On the other hand, each of the Tables 7 and 8 represents
shows that the comparison of performance of the convethe results by two proposed methods when the results com-
tional method and that of the proposed networks. As thgarison of the average distance. The performance of results
results of neuronal death method, the performance of neif 48 cities, the both neuronal death and random cutting
work is improved although away from the optimal solutionmethods are not high performance when we compare with
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47000 the results of 22 cities. However, comparing the two meth-
ods, neuronal death method has a higher performance than

46000 ?T .
\\‘\/\(b random cutting method.
45000 -
I=1
44000 - —i—|=5

5. Conclusion

1=10
43000 -
- We have studied the solution abilities of the Hopfield

420001 \ = neural network with two methods as condition to cutting

41000 - 7 < couplings between the neurons for TSP. As the simulation

40000 s — i : results, the neuronal death method shows very good perfor-
0 5 10 15 20 2 mance. In addition, the random cutting method also better

) _ . performance than conventional network. However, com-
Figure 5: Comparison of performance between the neuronglared o neuronal death and random cutting methods the

death and the conventional methods. performance of the random cutting method is inferior.
In future works, we would like to devise various algo-
80000 - rithms to cut the couplings. Furthermore, we would like to

25000 simulate Hopfield neural network for large-scale model.
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