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Abstrat�This paper presents the solving method of

Quadrati Assignment Problems (QAPs). This method

uses both Arti�ial Immune System (AIS) and Virus The-

ory of Evolution (VTE), and we all it Evolutionary Algo-

rithm with Immune and Infetion (EAII). EAII has har-

ateristis of both AIS and VTE. We onsider that EAII is

e�etive method for QAPs. Thus, we apply EAII to the

QAPs and on�rm that EAII obtains more e�etive result

than IA. Furthermore, we analyze the reason for obtaining

better solution in EAII.

1. Introdution

Optimization problem is the problem to analyze state of

maximum or minimum value in the funtion of a spei�

set. Some optimization problems are diÆult to �nd the

optimum solution. For example, these problems are Fun-

tion Optimization Problem [1℄, Traveling Salesman prob-

lem [2℄, Knapsak Problem [3℄ and so on. Quadrati As-

signment Problem (QAP) [4℄,[5℄ is known as one of diÆ-

ult problems to �nd the optimum solution.

Arti�ial Immune System (AIS) [6℄ is omputer system

based on immune system of living organisms. AIS is able

to apply to a variety of �elds [7℄-[9℄; optimization prob-

lems, pattern reognition, robotis and so on. Immune Al-

gorithm (IA) [10℄-[12℄ is based on AIS and is devised in

immune system of possessing organisms. IA �nds optimal

solution by updating antibody group.

In this study, we fous attention on infetion algorithm.

The infetion algorithm is based on Virus Theory of Evo-

lution (VTE) [13℄-[15℄, Charateristi of VTE seems to be

useful for �nding the approximate solution quikly. If we

propose the algorithm to use both infetion algorithm and

immune system, we an make a predition that this algo-

rithm obtains better result than IA. Thus, we propose Evo-

lutionary Algorithm with Immune and Infetion (EAII).

EAII is the hybrid method of infetion algorithm and IA.

We arry out omputer simulations for various parameter

values and on�rm that the proposed algorithm of EAII

ahieves better performane than other methods.

2. Quadrati Assignment Problem

The Quadrati Assignment Problem (QAP) [4℄,[5℄ is de-

manded looking for the best alloation of ativities in loa-

tions. Task of the QAP is to assign all ativities to di�erent

loations with the minimum ost among all ombinations.

The QAP has two matries (F and D) of the dimension

n�n (n indiates the size of problems). The matrix of F in-

diates eah �ow of ativity, and the matrix of D indiates

eah distane. In using F andD, total assignment ost E(P)

is shown as Eq. (1).
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where f

i j

and d

p(i)p( j)

are (i,j)-th elements of D and F,

p(i)p( j) is a alignment value.

For example, the matrix of F and D are de�ned by

Eqs. (2) and (3). Figures 2 and 3 an indiate Eqs. (2)

and (3). If f of �ow alloate P( f2; f1; f4; f3) to

(d1; d2; d3; d4) like Fig. 1, alulation result of E(P) is

shown as Eq. (4).
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If the size of n inreases, the total ombination of allo-

ation explodes. The task of QAP is to demand minimum

value of E(P).

- 160 -

2014 International Symposium on Nonlinear Theory and its Applications
NOLTA2014, Luzern, Switzerland, September 14-18, 2014



Figure 1: Example of QAP (n = 4).

Figure 2: Flow of ativity.

Figure 3: Distane.

3. Virus Theory of Evolution

Organi evolution is theory based on natural seletion.

In natural world, individuals of high �tness survive, while

individuals of low �tness organism beome extint. Over

the years, only higher �tness individuals survive. We all it

Evolution. Thus, evolution needs to overlay generations.

On the other hand, Virus Theory of Evolution (VTE)

[13℄ has proposed aside from organi evolution. This the-

ory is based on the evolution by Lateral Gene Transfer

(LGT) [14℄ in Virus infetion. LGT is uptake of the gene to

our between other individuals and among other speies.

Without evolution inherited from parent ell to hild ell,

genes an evolve. Low �tness individuals possibly evolve

into high �tness individuals in just one generation by LGT

in Virus infetion. Algorithms of using VTE was proposed

in the past [15℄. We assume using VTE algorithm leads

the approximate solution in less time and VTE theory is

eÆient for the QAP.

4. Evolutionary Algorithm with Immune and Infetion

Evolutionary Algorithm with Immune and Infetion

(EAII) is based on AIS [10℄,[11℄ and VTE. Flow hart of

EAII is shown in Fig. 4. Flow of EAII shows Steps1-5.

Step2 from Step5 is repeated until the set iteration (t

max

).

Step1 Initialization

We prepare a number of random loation seletion. We

de�ne the number of random loations as antibodies. The

number of random loations seletion is U.

Figure 4: Flow hart of EAII.

Step2 Evaluation of antibodies

Level of aÆnity

Level of aÆnity indiates evaluation value, and is de-

�ned by the following Eq. (5).

�

v

=

1

E(v)

(5)

Degree of similarity

Degree of similarity of antibody v and w is de�ned by

the following Eq. (6).
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(6)

H

vw

indiates hamming distane of v and w. Thus, when v

and w are exatly the same, H

vw

equals 0.

Conentration

Conentration is de�ned by the following Eq. (7),(8).

(U: Number of antibodies)
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Step3 Di�erentiation

Memory ell

This setion is di�erentiation of antibodies into memory

ell. If onentration �

v

of eah antibody v ross thresh-

old of T

2

, v hanges andidate memory ell �. When �

do not reah a upper limit of number of memory ells, �

beomes di�erentiated into memory ell. While � reah a

upper limit of number of memory ells, we alulate de-

gree of similarity 	

�m

of � and m. When evaluation value

of � ross highest value of 	

�m

, � beomes di�erentiated

into memory ell.

T ell

This setions di�erentiation of antibodies into T ell. v

beomes di�erentiated into T ell t in desending order of

onentration. We alulate degree of similarity 	

vt

of v

and t. If 	

vt

ross threshold of T

3

, v beome extint. This

behavior indiates inhibition of similar solution. Extint

antibodies replenish new antibodies by random number.

Step4 Promotion and Inhibition of prodution antibod-

ies

Extintion and existene

We alulate level of aÆnity �

v

by all antibodies v.

Number of

N

2

of v exist in desending order of �

v

. While,

other

N

2

of v beome extint.

Prodution new antibodies

In surviving antibodies v, new antibodies are produed

by Crossover. Crossover is to be mated the two loations

like Fig. 5.

Step5 Infetion

We selet one memory ell. New antibodies are in-

feted by a part of element of seleted memory ell. Se-

leted memory ell hanges eah time, and the seleted

number of element is deided with �xed probability. Part

of antibody hanges the information held like Fig. 6. We

all it In f etion. In this study, we de�ne In f etion rate.

In f etion rate indiates a fration that antibodies group a-

quire the In f etion.

Figure 5: The mehanism of Crossover.

Figure 6: The mehanism of In f etion.

5. Simulation Results

In order to ompare the performane of EAII and IA, we

apply to �nd approximate solutions in QAPs. In this study,

the number of t

max

is 4000 times, the number of simulation

is 10 times, U is 1024, applying QAP type are 5 kinds [5℄.

error rate is de�ned by the following Eq. (9).

Error rate[%℄ =

(obtain) � (optimum)

(optimum)

� 100 (9)

where obtain denotes obtained solution and optimum

shows optimum solution. When obtain value approahes

optimum value, Error rate is low.

Tables 9 shows result of EAII and IA. IA is same the

number of t and U for omparing performane of EAII.

Infetion rate in EAII is 20%. We use these parameters

of the eah best result by simulation results. In results of

Table 1, we on�rm that EAII obtains the better solution

than IA.

Table 1: The result of Error rate[%℄

QAP type Size IA EAII

tai12a 12 6.15 1.05

sr12 12 2.58 0.00

nug20 20 9.51 6.85

had20 20 2.62 1.07

nug30 30 14.23 12.42

Seond, we fous on distribution of solutions. We in-

vestigate distribution of solutions by EAII and IA in nug30

(t

max

= 4000;U = 1024). Figure 7 shows sort solutions by

high ost of E(P). Horizontal axis is the number of memory

ell, and vertial axis is the ost of E(P). Initialization of

EAII and IA are same on�guration, and number of mem-

ory ells are 50. Distributions of solutions are almost same

in memory ells by EAII and IA. However, the result of

EAII is better than IA. Thus, EAII keeps diverse solution

and obtains good result.
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Figure 7: Distribution of solutions in nug20.

Third, we investigate alulation time and evaluation

value by hanging the number of memory ell. The num-

ber of memory ell is hanged from 5 to 100, the number

of simulation is 5 times, eah value uses average value by

5 times, and QAP type is nug30 (t

max

= 4000;U = 1024).

Figure 8 shows relationship between the number of mem-

ory ell and alulation time, and Fig. 9 shows relationship

between number of memory ell and evaluation value. If

number of the memory ell inreases, alulation time also

inreases. While, if the number of memory ell inreases,

EAII does not obtain good solution. Thus, we need to set

the appropriate the number of memory ell.
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Figure 8: Relationship between number of the memory ell

and alulation time (nug30).

6. Conlusions

We proposed EAII for solving the QAP, and ompared

the performane of EAII and IA to lead approximate solu-

tions. From the result, the result of EAII was better result

than IA. EAII obtained all kinds of evaluation value, and it

is important to keep of diverse solution in solving solution

of the QAP. Thus, it was eÆient to use VTE based on IA

in the QAP. We expet that apply these results to tehno-

logial appliation possibility. In future work, we would
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Figure 9: Relationship between number of the memory ell

and evaluation value (nug30).

like to study the mehanism of In f etion in detail. We ex-

pet to obtain a better solution by studying mehanism of

In f etion.
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